
Montenegrin Journal of Economics  
 

 

Volume 16, Number 3 

September 2020 

Quarterly publication 
 

Print edition ISSN 1800-5845 

Web edition ISSN 1800-6698 

COBISS.CG-ID 9275920 

 

 

Publishers 

 

ELIT – Economic Laboratory  

for Transition Research 

Dz. Washingtona 4/5,  

Podgorica, Montenegro 
 

 

Partnering with: 

University of Szczecin, Poland 

Vilnius University,  

Kaunas Faculty of Humanities, Lithuania 

Institutions of Russian  

Academy of Sciences, Central Economics and  

Mathematics Institute RAS, Russia 

  Tomas Bata University in Zlín, 

Faculty of Management and Economics, 

Czech Republic          

 

 

INDEXING 
 

ESCI - Emerging sources citation index Thomson Reuters (2015)  

 SCOPUS (2017) 

Cabell’s (2012) 

ECONIS Datenbank (2012) 

 DOAJ - Directory of Open Access Journals (2012) 

  Genamics Journal Seek (2012) 

NewJour (2012) 

ProQuest - ABI/Inform, Research Library, Social Sciences (2012)  

RePEc (2012) 

Scirus (2012) 
Ulrich's Periodicals Directory (2012)   

World-Wide Web Virtual Library (2012)  

EBSCO Publishing, Inc. (2011) 

Index Copernicus International S.A. database (2011)  

Journal of Economics Literature (2006) 
 

 



 

 

Editor in Chief 

Veselin Draskovic, 

University of Montenegro, Maritime Faculty of Kotor, Montenegro 

 

Co-Editors 

Dalia Streimikiene, 

Vilnius University, Kaunas Faculty of Humanities, Lithuania  

Radislav Jovovic, 

University Mediterranean, Faculty of Business Studies, Podgorica, Montenegro 

 

Advisory Board  

Harry M. Markowitz, Nobel Laureate 

Rady School of Management at the University of California, USA   

Oliver E. Williamson, Nobel Laureate 

University of California, Berkeley, USA 

Lloyd Blenman, 

University of North Carolina-Charlotte, President at Midwest Finance Education Foundation, USA 

Valeriy Makarov, Laureate of the premium L.V. Kantorovich  

Central Economics and Mathematics Institute of the Russian Academy of Sciences/ Lomonosov's Moscow State University / New 

Economic School, Russia  

Victor Polterovich, Laureate of the premium L.V. Kantorovich  

Central Economics and Mathematics Institute, Russian Academy of Science and Moscow School of Economics / Lomonosov's 

Moskow State University, Russia  

Yochanan Shachmurove, 

The City College of the City University of New York, Department of Economics and Business, USA 

 

Technical Editors 

Milojko Pusica, Niksic (Montenegro), Nikola Draskovic Jelcic, Dubrovnik, Croatia and Radovan Ognjenovic, Warszava (Poland) 

 

Secretary of Editorial Boards 

Milica Delibasic, University Mediterranean, Faculty of Business Studies, Podgorica, Montenegro 

 

International Editorial Board 

Sanja Bauk, 

Maritime Studies Department, Faculty of Applied Sciences, Durban University of Technology. Durban, South Africa 

Jaroslav Belás, 

Tomas Bata University in Zlín, Fakulty of management and economics, Department of Enterprise Economics, Czech Republic 

Tomas Balezentis, 

Lithuanian Institute of Agrarian Economics, Lithuania  

István Benczes, 

Corvinus University of Budapest, Faculty of Economics, Hungary 

Bolesław Borkowski, 

SGGW Warsaw, Faculty of Applied Informatics and Mathematics, Department of Econometrics and Statistics, Poland 

Vladimir Chernov, 

Vladimir state University, Vladimir, Russia  

Laszlo Csaba, 

Central European University, Department of International Relations and European Studies, Budapest / Budapest University of Eco-

nomic Sciences and Public Administration, Hungary 

Vasile Dinu, 

Bucharest University of Economic Studies, Romania 

Fan Gang, 

Graduate School of Chinese Academy of Social Sciences (CASS) / China's National Economic Research Institute (NERI), China 

Wei Ge, 

Bucknell University, Department of Economics, Lewisburg, USA 

Wen-jen Hsieh, 

University Road, Tainan / Art Center National Cheng Kung University, Taiwan 

Svetlana Kirdina, 

Institute of Economics Russian Academy of Sciences, Russia 

George Kleiner, 

Central Economics and Mathematics Institute of the Russian Academy of Sciences, Russia 

Sergey Kravchenko, 

MGIMO-University; MFA of Russia, Institute of Sociology RAS. Moscow, Russia  

Serhii Kozlovskyi 

Vasil’ Stus Donetsk National University, Vinnytsia, Ukraine 

 

 

Montenegrin Journal of Economics, Vol. 16, No. 3 (September 2020) 

 

 

 



 

 

 

Mikhail Kulapov, 

Plekhanov Russian University of Economics, Moscow, Russia 

Siu Lee Jasmine Lam, 

Nanyang Technological University, Singapore 

Ludmila Malyaretz, 

Simon Kuznets Kharkiv National University of Economics, Department of Higher mathematics and economic and mathematical 

methods, Ukraine 

Alojzy Nowak, 

University of Warsaw, Faculty of Management, Poland  

Jiancai Pi, 

School of Business, Nanjing University, China 

Evgeniy Popov, 

Institute of Economics, Urals Branch of Russian Academy of Sciences, Ekaterinburg, Russia 

Valdas Samonis, 

Royal Roads University, Canada 

Marcello Signorelli, 

University of Perugia, Department of Economics, Finance and Statistics, Faculty of Political Sciences, Italy 

Virgilijus Skulskis, 

Lithuanian Instiute of Agrarian Economics, Vilnius, Lithuania 

Uriel Spiegel, 

BarIlan University, Faculty of Social Sciences, Ramat-Gan, Israel 

Merih Uctum, 

The Graduate Center City University of New York, USA 

João Paulo Vieito, 

Polytechnic Institute of Viana do Castelo, Portugal 

Milos Vulanovic, 

City University of Hong Kong 

Bagrat Yerznkyan, 

Central Economics and Mathematics Institute, Russian Academy of Science / State University of Management Moscow, Russia 

 

Regional Editorial Board 

Slobodan Acimovic, 

University of Belgrade, Faculty of Economics, Serbia 

Niksa Alfiirevic, 

Faculty of Economics, Split, Croatia  

Marko Backovic, 

University of Belgrade, Faculty of Economics, Serbia 

Sanja Bauk, 

University of Montenegro, Faculty of Maritime Studies Kotor, Montenegro 

Mimo Draskovic, 

University of Montenegro, Maritime Faculty of Kotor, Montenegro 

Gordan Druzic, 

Croatian Academy of Sciences and Arts, Zagreb, Croatia 

Miomir Jaksic, 

University of Belgrade, Faculty of Economics, Serbia 

Borut Jereb, 

University of Maribor, Faculty of Logistics Celje, Slovenia 

Andjelko Lojpur, 

University of Montenegro, Faculty of Economics Podgorica, Montenegro 

Ljubomir Madzar, 

Institute of strategic studies and development „Petar Karić“ of the Alfa University in Novi Beograd, Serbia 

Joze Mencinger, 

University of Ljubljana, Law School, Slovenia 

Romeo Mestrovic, 

University of Montenegro, Maritime Faculty of Kotor, Montenegro 

Nikola Miilovic, 

University of Montenegro, Faculty of Economics Podgorica, Montenegro 

Janez Prašnikar, 

University of Ljubljana, Faculty of Economics, Institute for South-East Europe, Slovenia 

Milivoje Radovic, 

University of Montenegro, Faculty of Economics Podgorica, Montenegro 

Guste Santini, 

University of Zagreb, Croatia 

Ivan Todorovic, 

University of Banja Luka, Faculty of Economics, Bosnia and Herzegovina 

 

 

 

 

 

Montenegrin Journal of Economics, Vol. 16, No. 3 (September 2020) 

 

 

 



 

 

 

 

 

 

 

 

The journal is published four times a year 

 

Printing: 150 copy 

 

Journal customer service:  

Tel: + 382 68 688 888; + 382 68 583 622; 

E-mail: vesodraskovic@gmail.com 

Web address: http://www.mnje.com 

 

Account: 510-21341-37 (Crnogorska komercijalna banka, Podgorica, Montenegro) 

 

Printed by : „3M Makarije“ - Podgorica 

 

Decision of the Ministry of Culture and the Media No 05-962/2 of May 23, 2005 

„Montenegrin Journal of Economics“ was registered to the records media under the number 560 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CIP – Каталогизација у публикацији 

Централна народна библиотека Црне Горе 

33 (051) 

MONTENEGRIN Journal of Economics /  

glavni i odgovorni urednik, Editor in Chief  - Veselin Drašković. – God. 1. br. 1 (2005).  

- Nikšić (Novaka Ramova 12) : “ELIT – ekonomska laboratorija za istraživanje tranzicije”,  

2005 (Podgorica: 3M Makarije) . – 30 cm 

Četiri puta godišnje. 

ISSN 1800-5845 = Montenegrin Journal of Economics  

COBISS.CG-ID 9275920 

 

9 7 7 1 8 0 0 5 8 4 0 0 7

ISSN  1800-5845

 

 

Montenegrin Journal of Economics, Vol. 16, No. 3 (September 2020) 

 

 

 

http://www.mnje.com/


 

 

 

 

5 

 

 

 

 

 

 

 

 

 

 

 

 

‘ 

 

 

 

 

 

C O N T E N T S 
 
General Sales Tax and Economic Growth in Small Open Developing Countries:  

Evidence from Jordan 

ANWAR RASHED AL QURAAN .............................................................................................. 

 

 

7 
 

Challenges of Russian Economy Digitalization in the Context of Socio-economic  

Development 

VLADIMIR BARINOV, MIKHAIL KULAPOV, ONA GRAZHINA RAKAUSKIENE,  

PETR KARASEV and NIKOLAI URAEV ................................................................................. 

 

 

 

17 
 

Bank Concentration and Financial Risk in Jordan 

RAKAN FUAD ALDOMY, CHAN KOK THIM, NGUYEN THI PHUONG LAN  

and MARIATI BINTI NORHASHIM ......................................................................................... 

 

 

31 

 

Impact of Tourism on Poverty Reduction: Evidence from an Emerging Tourism Market 

LE THANH TUNG and LE KIEN CUONG ................................................................................ 
 

45 
  

Assessment of the Redistribution Function of Corporate Income Tax 
SLAVOMÍRA TAHOVA and ANNA BANOCIOVA ...................................................................... 

 

57 
  

Comparative Analysis of the Health Care Institutions’ Competitiveness Level 

YURIY KLAPKIV, VIKTORIIA VOVK and LYUBOV KLAPKIV ................................................... 
 

69 

 

Catastrophic Business Risk: Data From the Russian Regions 

IULIIA S. PINKOVETSKAIA, ANTON V. LEBEDEV, IRINA V. GRUZNOVA  

and IGOR V. BALYNIN ........................................................................................................... 

 

 

83 

 

Economic Assessment of the Relationship Between Housing and Communal  

Infrastructure Development Factors and Population Quality of Life in Ukraine 

OLHA ILYASH, SVITLANA HRYNKEVYCH, LIUDMYLA ILICH, SERHII KOZLOVSKYI  

and NATALIIA BUHAICHUK ................................................................................................... 

 

 

 

93 
  

Measuring the Knowledge-Based Performance Efficiency in the Oil-Exported Countries 

GALYMKAIR MUTANOV, AZIZA ZHUPAROVA and DINARA ZHAISANOVA ........................... 
 

109 
  

Relationsheep Between Social Business Entrepreneurship and Business Freedom:  

an Evidence from the Russian 

SVETLANA PANIKAROVA, MAXIM VLASOV and MIMO DRASKOVIC ................................... 

 

 

123 

 

Exchange Rate Pass Through Viewed from Wholesale Price in Indonesia 

SRI ISNOWATI, FX SUGIYANTO, AKHMAD SYAKIR KURNIA  

and ENDANG TJAHJANINGSIH ............................................................................................. 

 

 

 

137 

 

 
 

ELIT  
Economic Laboratory Transition 

Research Podgorica 

Montenegrin Journal of Economics 
 

Vol. 16, No. 3 (September, 2020) 

 



 

 

 

 

6 

 

 

Capital Restrictions Policies, Currency Appreciation and Foreign Debts 

CHOKRI ABDELMAJID ZEHRI ................................................................................................ 

 

 

 

149 

  

Corporate Financial Performance on Corporate Governance Mechanism and  

Corporate Value: Evidence from Indonesia 

BESTARI DWI HANDAYANI, ABDUL ROHMAN, ANIS CHARIRI  

and IMANG DAPIT PAMUNGKAS .......................................................................................... 

 

 

 

161 

  

Trade Openness, Institutions and Economic Growth of the Western Balkans Countries 

GORAN POPOVIC, OGNJEN ERIC and STANKO STANIC .................................................... 

 

173 

 

Analysis of Economic Efficiency of Small-scale Onion Production in Volcanic Highlands  

in Rwanda 

ARISTIDE MANIRIHO, EDOUARD MUSABANGANJI, and PHILIPPE LEBAILLY ....................  

 

 

 

185 

  

The Rationalization of the Surveillance: From the ‘Society of Normalization’ to the  

Digital Society and Beyond 

SERGEY A. KRAVCHENKO and DARIA N. KARPOVA ........................................................... 

 

 

197 
 

Author Guidelines ................................................................................................................. 207 

 

 

  

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 



 

Anwar Rashed Al Quraan /  

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 7-15 

 

 

7 

  

 

 

 

 

 

 

 

 

 

 

 

‘ 

 

 

 

 
 

 

General Sales Tax and Economic Growth in Small Open  

Developing Countries: Evidence from Jordan 
 

 

ANWAR RASHED AL QURAAN1  
 

 

1 Associate Professor, Chairperson, Economics Department, College of Economics&Administrative Sciences,  

   Yarmouk University, Irbid- Jordan, E-mail:anwara@yu.edu.jo 

1 Dai Co Viet R Viet Nam 

A R T I C L E  I N F O   A B S T R A C T  

Received February 29, 2020 

Revised from March 27, 2020 

Accepted April 29, 2020 

Available online September 15, 2020 

 This paper examines the long and short-term empirical relationship 

between general sales tax(1) and economic growth between 1980-

2018 in Jordan. Standardized tests were utilized, specifically Aug-

mented Dickey-Fuller and Phillip-Peron methods. From the results, it 

can be ascertained that the variables are integrated at different 

degrees and are less than two. As such, we utilized the “Auto-

Regressive Distributed Lag (ARDL)” approach for co-integration to 

determine the relationship between variables over both short and 

long term periods. Its results indicated one co-integrated relation 

between sales tax and economic growth. Moreover, a significantly 

positive effect was observed on economic growth in the short run, 

but in contrast, long term outcomes showed a negative relationship 

between the variables. As such, this study concludes that an 

amendment is needed in the tax system to make it more beneficial 

for Jordanian economic growth. 

 

JEL classification: H2, H3, H21 
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INTRODUCTION 

Jordan, among other countries, has experienced different shocks since 2003, like a massive 

influx of refugees from Iraq and Syria, regional political volatility, and the financial crises of late 

2008. These shocks have remarkably elevated severe economic problems. The Central Bank fig-

ures indicated that in 2018, the National debt reached a record high of 94.2% of GDP, economic 

growth fell to 2%, while unemployment and poverty rates increased to 18.6% and 15.7%, respec-

tively (Central Bank of Jordan, 2019). 

Before the financial crisis that occurred in 2008, Jordan was cooperating with the “Interna-

tional Monetary Fund (IMF)” and the “World Bank (W.B.),” the country carried out severe but grad-

ual corrective measures, culminating in the past four years. The government has gradually and 

continually amended and increased tax rates, it is most observable within sales, income, and profit 

taxes, which have been rising over time frequently and in value as an attempt to cover the deficit 

derived from the debt as aforementioned. Consequently, in the fiscal year of 2018, total tax reve-

nues reached 65.3% of total domestic revenues, while the general sales tax accounts for the high-
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est percentage of total tax revenue, reaching nearly 70%, followed by income tax and profits up to 

21%, while other taxes accounted for only 9% (Ministry of Finance, Jordan, 2019). 

The government claims that these measures correct the course of the economy, stimulate 

competitiveness, and promote long-term growth. However, the tight fiscal policy and the tax in-

creases followed by the government in the past years have become under severe criticism, mainly 

due to shrinking demand and production coupled with high unemployment and poverty rates. Re-

search dealing with the impact of the sales tax on growth has not received significant attention, 

especially in Jordan, where there are no studies to address this issue, despite it playing an essen-

tial role in the tax system of the country. As such, this study has been designed to fill this literature 

gap by examining what impact general sales tax can have on the economy of a country over both 

the short and long term as a means of ascertaining how economic growth is related to the current 

sales tax system and if it is constructive for the economic growth of the country. The results could 

serve as guidance for small open economies similar to Jordan.  

 

 

1.  LITERATURE REVIEW  

Tax systems and tax schemes of various forms, names, and objectives are among the most crit-

ical components of fiscal policies in all countries. The tax systems aim to raise the revenues need-

ed to finance government expenditures and to direct economies in a manner that stimulates stable 

and sustainable growth. Changes in the mix and levels of taxes can have various long and short 

term economic impacts (see, for example, Burgess and Stern, 1993; Kalas et al., 2017). It is iden-

tified that favorable economic impacts are achieved when the government uses a tax system that 

works to reduce overall subsidies, decrease or eliminates deficit financing, provides and improves 

upon incentives given, and avoids unforeseen gains. These factors have been ascertained to have 

a more desirable effect on economic growth, (both long and short term), however, in some cases 

may also reduce investment and create equity and efficiency trade-offs (Burman et al., 2016). The 

literature related to general sales tax and economic growth is inconclusive and is unable to provide 

a comprehensive insight into the subject matter. There is no definitive answer that resolves the 

relationship between them, especially in less developed countries. However, the previous literature 

agrees that the impact of general sales tax on economic growth depends on a country level of de-

velopment, the tax mix, and the way taxes are collected and spend (Besley and Persson, 2014). 

Empirical studies revealed three main diversified patterns concerning the effect of taxes upon the 

economy, specifically in terms of growth; most parts showed a negative effect; others indicated 

that the impact is positive, while the latter indicated a weak or no impact. The answers seem to 

depend on the country, which is examined; further, the tax design of the said country, as well as 

their overall tax system, was a significant contributor to the final outcome. This was, of course, 

further complimented by the method of investigation and the type and extent of data used (Gale et. 

al., 2015).  

There are fundamental differences between developing and developed countries. Developing 

countries usually contain a large informal sector, many small scale businesses, inclined to depend 

on fewer natural resources, and receive external assistance. This low level of development has the 

consequences of these countries having subsisted on a lower level of taxes; they adopt a tax sys-

tem that significantly contrasts with that presents within more developed countries (see for in-

stance Burgess and Stern, 1993; Besley and Persson, 2014). As such, the empirical literature will 

be categorized into studies in developed, developing, and cross-country, as well as the main find-

ings of the study.  

The empirical literature available in developed countries is much more methodical, with more 

accurate data that is generally more useful as compared to that of developing countries. It con-

cludes that there is a negative long term relation between economic growth and taxes, on the other 

hand, the short-term impact, while present, is not robust. A large portion of these studies has been 

conducted in the United States (see, for instance, Romer and Romer, 2010;  Atems, 2015). The 

https://www.sciencedirect.com/science/article/pii/S0165176514004960#!


 

Anwar Rashed Al Quraan /  

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 7-15 

 

 

9 

same negative results of raising taxes on economic growth were also found by Hayo and Uhl 

(2013) in the case of Germany, Hussain and Liu (2019) for Canada, and Gil and Ramos (2019) for 

Spain. On the other hand, Few studies have shown positive, weak, or no relation between taxes 

and economic growth. Some instances are Kalas et al. (2017) for the USA; and Katz et al. (1983) 

for a group of 22 developed market economy countries. 

The number of studies regarding the economies of developing countries is scant when com-

pared to those that target developed ones. Most research studies that are conducted have results 

indicative of a negative relationship between taxes and growth, the same as developed countries, 

for example, Ahmad, S. et al. (2016) for Pakistan, and Dladla & Khobai (2018) for South Africa, 

While relatively few studies have indicated a positive effect, most of them are in Africa (see for 

example see Oboh and Edeme, 2018). Furthermore, some found a weak relation in developing 

countries like Burgess and Stern (1993). 

The same trend can be further observed in cross-country studies that have attempted to ex-

plore this same relationship (for example, see Ormaechea and Yoo, 2012). While others like Men-

doza et al. (1997) and McNabb (2018) revealed a positive, weak, or no relation. 

Concerning the impact of the sales tax on economic growth, the literature indicates a limited 

number of published studies in refereed journals; various studies have used different methodolo-

gies with different samples in different countries, and showed a clear difference in the results, 

especially between developing and developed countries. In the USA Shon (2017) used aggregate 

county-level data from 1990 to 2013 to examine the relation between two different levels of taxa-

tion, both on a state and local level, sorted into different categories based on the industrial sec-

tors. They determined a negative impact; this effect was most significant within industries associ-

ated with manufacturing. However, another study by Li and Lin (2015) for the period 1960–2013, 

using the ARDL model, found a long-run negative relationship between local sales tax and econom-

ic growth while the short-run impact was positive. 

Munir & Sultan (2018) used an ARDL approach to analyze data from Pakistan for the period 

1976-2014 for determining what impact taxes would have. Their findings indicated, as opposed to 

the observations mentioned above, that sales tax had a positive effect on economic growth in both 

the long and short term. Hakim et al. (2016) analyzed cross- country data (both developed and 

developing countries) in terms of the effect that occurs due to the application of goods and ser-

vices tax (GST), utilizing the Arellano-Bond dynamic panel GMM method. From these investigations, 

it ascertained that GST harmed economic growth in developing countries. In contrast, the impact 

was positive in developed countries; based on this a revision of GST in developing countries was 

deemed to be necessary to increase revenue generation and stimulate economic growth. In Jor-

dan, a careful search of the literature resulted in one study that touched on sales tax. Mdanat et al. 

(2018) used data between 1980 and 2015; they aimed to investigate the relationship that existed 

between tax structure and economic growth in Jordan using error correction techniques. They 

found that the tax structure alone, is not a sufficient indicator for designing policy, however, sepa-

rating the tax model into different categories shows a significant negative effect of corporate taxes 

and personal taxes on per capita income, in stark contrast, per capita income was positively af-

fected by consumption tax and tariffs.  

When one examines the literature on both a national and international level, taxation is con-

sidered one of the critical factors in influencing economic growth in any country. However, research 

related to the effect of sales tax on growth has not received sufficient attention and has not 

reached a decisive result, especially in developing countries. Therefore, this study aims to examine 

the effect of general sales tax on economic growth in Jordan as a case study for small open devel-

oping countries. 
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2. DATA AND METHODOLOGY  

By following Li and Lin (2015), in their leading study of the impact of sales taxes on economic 

growth in the United States, one can use a general form function to represent the relation between 

the two variables: 

GYt = f(GSTt)                                                                                                        (1); 

Where GYt is an annual percent change in GDP as a measure of economic growth, GSTt is the 

annual sales tax revenues measured in millions of Jordanian Dinars, and  t denotes the year. Gross 

Domestic Product (GDP) and General Sales Tax (GST) data were sourced from the following insti-

tutes: The Central Bank and Ministry of Finance in Jordan for the period 1980 –2018 (2).   

The Autoregressive Distributed Lag (ARDL) bounds testing approach for cointegration, suggested 

by Pesaran & Yongcheol (1998) and Pesaran et. al. (2001) will be used to examine the relation in 

equation (1). This approach is superior to another cointegration procedure suggested by Johansen 

(1991) and Engle & Granger (1987), in that it does not require a large sample, does not assume 

that all variables have the same order of integration, and it avoids the endogeneity problem 

(Lamotte et al., 2013). The ARDL procedure mainly involves two basic steps. In the first step, we 

form an unrestricted error correction model (ECM) as in Equation 2, to test for a long-term relation-

ship between the two variables using the bounds-testing procedure. 

∆GYt= β0 +  ∆ GY t-i +  ∆GSTt-1 + φ0.GYt-1 + φ1.GSTt-1 + t            (2); 

Where β0 is the drift; 

 , λi, φ0 and φ1 are coefficients; 

 ∆ denotes the first difference operator; 

 N and m are the lag lengths of the variables in difference form; 

 and it is a white noise/error term. 

 

The optimum number of lags of n and m is selected using the following information criteria: 

Akaike Information Criteria (AIC), Schwarz Criterion (S.C.), and Hannan–Quinn (H.Q.). The cointegra-

tion of variables in the equation (2) involves testing the main hypothesis of H0: φ0 = φ1= 0. The 

Wald-test is used to test this main hypothesis, where the calculated F-value is compared with the 

tabulated critical values proposed by Pesaran et al. (2001). Their tabulated values consist of the 

lower bound values  (LB) which assumes that the variables are I(0) and upper bound values (UB), 

assume that the variables are I(1). If the calculated F- value is greater than the value of the upper 

bound, we reject the main hypothesis and conclude the existence of a cointegrated relationship. 

However, if the F-calculated is less than the lower bound LB, then we cannot reject the main hy-

pothesis of no cointegration, while if the F-calculated is lies between LB and UB, the test is inclu-

sive (3). 

As the second step, in the case of cointegration among the variables, we can meaningfully es-

timate the coefficients of the long-run model: 

GYt = α0 + α1GST + vt                                                                                                    (3); 

And, then we use the OLS estimates of equation (3) to generate the lagged residuals series, 

(Zt-1), and fit the restricted ECM:            

 

ΔGYt = β0 + Σ βiΔGYt-i + ΣγjΔGSTt-j + ωizt-1 + et                                                                                              (4). 

Where ωi  is the error correction coefficient as a measure of the rate of adjustment in which the 

short-term imbalance is adjusted towards long-term equilibrium, 

zt-1= (GSTt-1 - α0 -  α1GSTt-1) and α0= - (β0/ θ0), α1= - (θ1/ θ0) from equation (2). 
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3. RESULTS 

One of the requirements for using the ARDL method is that the degree of integration of any of 

the variables used should not exceed one (Pesaran et al., 2001). Hence, Augmented Dickey-

Fuller(ADF) and Phillip Perron(PP) tests have been utilized in this section as a means to determine 

the degree of integration of GYt and GSTt. The results of both tests in (Table 1) confirm that GYt is I 

(0), and GSTt is I (1). 

 

 
Table. 1 results of ADF and PP tests  

 

Augmented Dickey- Fuller test 

Variable ADF at level ADF, 1st Difference Conclusion 

 Intercept Intercept&trend Intercept 
Inter-

cept&trend 

Degree of 

integration 

GYt -2.843* -3.003* ------------- ------------- I(0) 

GSTt 4.172 -0.653 -2.941* -5.347*** I(1) 

Phillip Perron test 

 PP at level PP, 1st Difference  

 Intercept Intercept&trend Intercept 
Inter-

cept&trend 
 

GYt -5.246*** -4.329*** ------------- ------------- I(0) 

GSTt 3.220 -0.672 -3.405** -5.347*** I(1) 
    

***at 1 percent level of significance **at 5 percent level of significance *at 10 percent Level of significance 

 

 

In the next step, the long run relationship between GSTt and economic growth shall be investi-

gated by using the ARDL bounds testing approach. Table 2 indicates the rejection of the null hy-

pothesis of no co-integration between the two variables at the 97.5 % level of confidence. 

 

 
Table. 2 Results for the bounds of the F-test 

 

Null hypothesis: no cointegration 

Test Statistic           Value          p- value      Lower limit  I(0)           Upper limit I(1) 

F- Statistic 

K 

5.205 

1 

10% 

5% 

2.5% 

1% 

3.02 

3.62 

4.18 

4.94 

3.51 

4.16 

4.79 

5.58 

Source: Asymptotic critical values are calculated by Eviews 11 

According to Pesaran et al., (2001). 

Case 2: Restricted Constant and No Trend. 

*F-calculated of 7.54 > upper limit of 6.48 at α = 1% level. 
 

 

Consequently, the ARDL model ascertains long and short term impact GSTt has on GYt; 

this occurs whether the observation is made over a long or short term. The optimal lag 

length of ARDL (2, 2), is determined using the Akaike information criteria (AIC). Independ-

ence of the error terms is tested using the Breusch-Godfrey Serial Correlation L.M. Test, 

and the Q-statistics. Both tests indicate that we could not reject the null hypothesis of no 

serial correlation. To reserve space, we only report a summary of the L.M. test results in 

(Table 3). The results in the table show that F (2, 33) = 0.076866 with p-value = 0.9262, 
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indicating that the main hypothesis of no serial correlation between the residuals in the 

ARDL model cannot be rejected.  
 

 
Table. 3 Breusch-Godfrey Serial Correlation LM Test 

 

               Null hypothesis: No serial correlation at up to 2 lags 

 

F-statistic           0.076866     Prob. F (2,33)                      0.9262 

Obs*R-squared    0.190116     Prob. Chi-Square (2)           0.9093 

Source: Authors estimation using Eviews 11 

 

 

The long-run and the short-run estimates of the ARDL model are summarized in (Table 4). The 

results show that the long-run impact of general sales tax on economic growth is negative and sig-

nificant (α=0.0510). Nevertheless, the long-run elasticity is relatively small, amounting to -

0.005727. Short term effects are positive 0.016820 and significant at (α =0.10) level, meaning 

that increased sales taxes are good for short term economic boosts. These results are in concord-

ance with previous investigations regarding the United States by Li and Lin in 2015. The estimated 

error correction coefficient ECM (-1) of -0.454638, is highly significant and has the correct negative 

sign. It indicates a relationship that is sustained and remains stable over the long-term between 

growth and general sales tax. Besides, the highly significant coefficient of the error correction term 

implies that the divergence of the economic growth variable from its long-run equilibrium in the 

previous year has corrected by 45.4638% in the next year. Reaching a long term balance or equi-

librium would, therefore, require 24 months. Therefore, we can likewise conclude that the impulse 

of adjustment in the short-run ARDL relation toward the long-run equilibrium is relatively good and 

meaningful. 

 

 
Table. 4  The long- and short-run ARDL relationships* 

 
 

The ARDL long-run relationship-depended variable Economic growth (GY): 

              Independent variable           Coefficient                SE                  T-Ratio                     [p-value]            

Constant                                7.661979            2.740096           2.796244                 0.0083   

GST                                        -0.005727           0.002834          -2.020577                  0.0510 

            The ARDL short-run relationship or error-correction model - dependent variable first difference 

of economic growth (DGY): 

              D (GY (-1))                       -0.416049            0.119643            -3.477436               0.0014 

D (NST)                            0.016820            0.010252             1.640627               0.1018     
            D(NST (-1))                        0.017538            0.011498             1.525387               0.1361 

              CointEq(-1)*                       -0.454638            0.111901            -4.062879               0.0003 

---------------------------------------------------------------------------------------------------------------------------- 
R-squared                   0.541861       Mean dependent var          -0.402621 

Adjusted R-squared 0.504715        S.D. dependent var 7.222596 

S.E. of regression 5.083009        Akaike info criterion 6.182152 

Sum squared resid 955.9682        Schwarz criterion 6.349329 

Log likelihood -122.7341       Hannan-Quinn criter. 6.243029 

 

D: represents the first difference operator 

The estimation is based on Case 2: Restricted Constant and No Trend 

ECM = GY - (-0.005727*GST + 7.661979) 

* The results were calculated using Eviews version 11 developed by IHS Global Inc. 4521 Campus                  

Drive, #336 Irvine, CA 92612              
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Moreover, to ensure the stability of the ARDL model, we employ the cumulative sum (CUSUM) 

and the cumulative sum of squares (CUSUMSQ) test methods suggested by Brown et al. (1975) . 

The test plots are presented in Fig.1 and Fig.2. The results prove the stability of the parameters 

since the plots of the CUSUM and CUSUMSQ statistics restrain within the 5% critical bounds of 

parameter stability for our estimated model. 

 

         

 

Figure1.  CUSUM of the recursive error 

 

 

 

Figure 2. CUSUMSQ of recursive residuals 

 

CONCLUSION  

The argument about the impact of taxes has on economic growth is undoubtedly not conclud-

ed, while results generally favor the perspective that there is a negative impact on growth due to 

taxes, especially in developed countries. This study comes to provide new evidence to the relatively 

few studies on the effect of the general sales tax on economic growth in a small and open econo-

my like Jordan. It provides, for the first time, an estimate of the short and long term elasticity of this 

impact in the Jordanian case. The results are mixed, they both prove that while there can be a 

boost in short term economic growth, over the long term, there is a negative association present 

between sales taxes and economic growth. The estimated long-run coefficient is -0.005727. The 

short-term dynamic relationship coefficient is 0.01682, and the speed of adjustment toward long-

run equilibrium is -0.454638. The various diagnostic tests conducted on the estimated ARDL mod-
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el indicate the effectiveness, validity, and stability of the model. The findings of this study could 

serve as a guide for economic policy- makers in Jordan, as well as for decision-makers in small 

open developing economies similar to the Jordanian economy. 

 

 

FOOTNOTES 

(1) In Jordan, the general sales tax began on a small scale as a government tax in 1926 and then 

the consumption tax its first phase in 1994 which included the importer and manufacturer, and 

the sales tax in its second phase, which added the remaining trade rings in 2000, then evolved to 

its current form as a general sales tax which became effective on 1-1-2001 under Law No. 36 of 

2000. Amendments to the Law were made in 2009 by the Provisional Law No. 29 of 2009 (Minis-

try of Finance, Chapter 1506). 

(2) To double-check the data accuracy, data sourced from official domestic sources were com-

pared with international sources like IFS, World development Tables, and Penn’s world tables. 

1980-2018 period was the most extended periods available in all sources. 

(3) In Eviews 11, critical value tables present the critical values computed under an asymptotic 

regime (sample size equal to 1000), in addition to providing critical values for finite sample re-

gimes, sample sizes running from 30 to 80 in increments of 5, and referenced from Narayan 

(2005). 
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 Aim: The purpose of this paper is to analyze the issues of changes in 

business and society while implementing digital economy technolo-

gies. Limitations are determined being the result of political levers in 

the competitive environment amongst high tech companies on the 

global market of modern technologies. Methodology: A number of 

methods are introduced to evaluate digital economy development 

level as an instrument to manage the digitalization processes. It 

highlights the issues of boosting the efficiency of management 

decisions in digital economy. Results: This study provides the results 

of the research of foreign companies on forecasting the develop-

ment of digital technologies based on economic efficiency criteria. It 

also looks into the strategy development limitations for the potential 

of accelerated implementation of digital technologies in Russia. 

Authors discuss the risks of unregulated processes of digital trans-

formation and ways to minimize them. Conclusion: Firstly, Russian 

education system has a high potential for training of digital economy 

specialists. Secondly, original organizational and technological 

solutions for creating an effective infrastructure of the digital econ-

omy have already been adopted. Thirdly, integration and develop-

ment of specific cases on the basis of modern principles of the 

digital economy will create a synergetic effect and shall boost the 

Russian economy. 
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INTRODUCTION 

 The ongoing complication of the social structures and relationships which modern digital 

technologies are based on, generates an exponential growth in data flows which puts on a first 

place the issue of digital economy development. The importance of ongoing processes has provid-

ed a rationale for creating a new type of economy in which relations in terms of production, pro-

cessing, storage, transmission and use of an expanding volume of data are taking on enormous 

significance. Data becomes the basis for economic analysis which examines the patterns of mod-

ern socio-economic systems. Some experts argue that at the present it is more important for an 

economic agent not to have the resource itself but rather to have information about the resource 

and the ability to use it in his favor when planning one’s activities (Julius and Emchuk, 2015). 

As we can see from the analysis of the world’s practice of high-tech production (HTP) technolo-

gies expansion in the competitive world, such conditions represent an ideal picture which has been 

called the “blue ocean”. In fact, the fulfillment of these conditions is related to the previous gener-

ation technologies. Although products manufactured using similar technologies are quite competi-

tive, the period of their competitiveness is relatively short, and the risks of not working out moral 

and physical depreciation of equipment are very high. Such technologies have a very limited poten-

tial for creating new high-tech jobs, and, consequently, spreading world-class innovations into the 

national economy. In a given scenario, due to the fact that there is no possibility for using the latest 

world-class technology achievements the state of domestic economy development is compromised 

(Barinov and Machnovskaya, 2019).  

Moreover, there is an active utilization of technological innovations when it comes to non-

market methods of competition. At present technological superiority (architecture technologies 

10/7 nm) is only held by three companies in the world (INTEL, Samsung and TSMC (Taiwan Semi-

conductor Manufacturing Company). TSMC is a Taiwanese company engaged in the research and 

production of semiconductor products, founded in 1987 by the government of the People’s Repub-

lic of China and private investors. TSMC has developed a significant number of promising technol-

ogies, manufacturing processes, design tools and standard architectures. According to Trend Force 

information as of December 2018, TSMC is the largest contract manufacturer of semiconductor 

chips with a market share of 55.9 %. The second and third places are held by Global Foundries and 

United Microelectronics Corporation with 9,4% and 8.5% respectively. 

The above listed companies are unwilling to cooperate with each other which makes it impos-

sible to use the digital economy potential to the full. Another example of a technological monopoly 

tool in competition is seabed mining sites, production technologies of which are owned by the US 

and Norwegian companies. Such technologies are in demand for the explorations on the Russian 

Arctic shelf (underwater mining and transportation of minerals to the coast), as well as in the Cas-

pian Sea, where sea swells and unstable communication with the coast are constant. The implica-

tions of competition through a political influence technique could be seen in the history of relation-

ships between Huawei and the United States Government. According to experts and analysts of the 

electronics market, the confrontation has ended by the triumph of the Chinese company (as of 

November 2019). “... The US attempt to isolate Huawei may well turn into self-isolation and a loss 

for the American companies on the Chinese, and possibly wider markets, which are able to provide 

corporations from the Middle Kingdom with financial and technological stability in future ...” 

(Arkhipov, 2019). The above examples demonstrate that new technological developments are be-

coming a relevant tool for competition on both technological and political levels.  

Lack of technology transfer, however, has a number of negative aspects for the manufacturer 

itself. Thus, restraining of technology expansion does not create new high-tech places for the man-

ufacturer itself being a necessary condition for production improvement. Termination of the high-

tech end products supply causes the reduction of production volumes in the country of origin 

(TNCs). Under the Laws of steady growth of profit the reduction has to be offset by similar volumes 

by another customer. Otherwise, the company that owns the technology suffers losses. This 



 

Vladimir Barinov, Mikhail Kulapov, Ona Grazhina Rakauskiene, Petr Karasev and Nikolai Uraev /  
Montenegrin Journal of Economics, Vol. 16, No. 4 (2020), 17-30 

 

 

 

19 

pattern is acknowledged by the experience of the previously mentioned Huawei under the condi-

tions of sanctions regime. The company has quickly entered new markets and the latest technical 

innovations (for instance, the Mate X smartphone) will not be released on the US market. This de-

vice with a revolutionary flexible folding screen does not use a Google software or chips manufac-

tured in the USA. 

Russian economy and large manufacturers of HTP make their technological transfer in other 

direction. Russia is a world monopolist in production of high-strength titanium and products made 

of it. This refers to the production of the chassis for heavy long-distance passenger aircrafts of Boe-

ing and Airbus, as well as the supply of rocket engines to the United States, produced by NPO En-

ergomash. In other words, in this case manufacturer utilizes his profit generated by virtue of the 

law of operations expansion. On the other hand, this results in rent raise according to Shumpert 

(innovation rent from the technology owner).  

This form of additional income is determined not by the market price but by a monopolistic na-

ture. In this case, the price, as it is known, is determined mainly by effective demand. The key fac-

tor here is of course the information about technology, as well as the know-how for efficient pro-

duction. It should be noted that having such information alongside with information about indus-

tries applying the necessary technology at one’s disposal is obviously not enough to organize a 

production. These patterns are reshaped under the conditions of digital transformation while im-

plementing National Project “Digital Economy of the Russian Federation” (2017, 2019). 

 

 

1. THEORETICAL AND METHODOLOGICAL ASSUMPTIONS  

Simultaneously, building up the transformation process implies a clear definition of the man-

agement subject - the economy and, in particular, digital economy. Taking into account the opinion 

of a number of leading foreign and domestic experts on this matter, in our view, under “digital 

economy” one should consider modern type of business, characterized by a predominant role of 

data and its management methods as vital assets in production, distribution, exchange and con-

sumption. Digital economy is a basis for development and has an impact on such various indus-

tries as banking, retail, transportation, energy, education, healthcare and many others. Digital 

technologies such as the Internet of Things (IoT), big data (Big data), use of mobile devices and 

gadgets transform ways of social interaction, economic relations, institutions. New ways of cooper-

ation and coordination of economic agents, new business models based on the joint solution of 

certain tasks, for example, sharing economy, are emerging. Sharing economy or the economy of 

collaborative consumption represents a new culture as an economic business model. Creation of 

technology and online platforms are the core of this model. Using them people can exchange as-

sets they do not need at the time. Assets are considered to be violin playing, beds in the apart-

ment, private planes, car sharing. According to another classification, this is a type of short-term 

lease. This also is applicable to the research and specialized equipment, etc. 

Along with the indicated qualitative changes in the economic environment, relations in society 

are also changing (Raszkowski and Bartniczak, 2018; Atkociuniene and, Mikalauskiene, 2019). 

Such changes have a scope of positive aspects that are widely discussed by specialists in the field 

of physical production and information and communication technologies (ICT). Although the impact 

of digital technology on the transformation of socio-economic systems is fairly obvious, many is-

sues remain understudied. One of the compulsory fields of research that is defined by a systematic 

approach to the development of effective systems is a comprehensive analysis of positive and 

negative results of application of new digital economy technologies. Unregulated digital transfor-

mation processes carry great risks. It should be mentioned that in the context of a large-scale tran-

sition to the digital economy principles, social consequences should be kept under special control. 

Main processes which generate the risks are following. First is job cuts, when high skilled workers 
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and specialists are made redundant, which will obviously have serious social implications. Second 

its recent rise in the proportion of high-tech jobs that brings forward brand new requirements to 

workers’ competencies.  

Attempts to implement national projects undertaken by the ASI in line with the RF Government 

Decree No. 551 as of April 26, 1919 are skeptically taken by independent experts due to incoher-

ence between volume and complexity of tasks assigned and deadlines for their implementation1. 

Current methods of personnel retraining for new modern relations format emerging in the digital 

transformation of business and society are ineffective (Ershova and Ziva, 2018). It should be noted 

when forecasting such changes that governments of many countries are increasingly striving to 

develop digital economy, using its advantages to respond to key challenges of our time, such as 

reducing unemployment rate, tackling poverty, and environmental degradation. Many unsuccessful 

attempts were made to reduce the gap between wages of top management and the one of an av-

erage employee which is massively growing even in the United States. Modern national digital 

strategies are related to economic development, the creation of innovative enterprises, increasing 

employment and the development of an effective public sector. The issue of the importance of 

digital economy-controlled development is also raised more often in Russia as well. 

A similar analysis of the positive and negative aspects of digital transformation is necessary 

not only at each level of economy management but also for the social development. Here we first 

of all talk about the forecasting of negative impact of its minimization. More than that a strategic 

choice of areas of digitalization development as the way of solving particular social problems is 

becoming more important. In this respect main task for the state economy management is not only 

to set up basic guidelines for building economic relations but also to establish digital economy 

institutions that will speed up the transformation to an innovative type of development. Parallel to 

this on one hand the duty of the state is to manage the development of the society aimed at mini-

mizing the negative impact of the massive job cuts, expansion and the development of institutions. 

On the other hand, the allocation of resources for their creation and mechanisms of public-private 

partnerships development have to reduce the burden on the budget in this transition period.  

Additionally, the key objective is to create attractive conditions for business, competitive envi-

ronment and higher income generation. It should be noted that in the period of digital transfor-

mation these focus areas do not eliminate the obligations of a state to ensure the country's securi-

ty in terms of safety of its critical infrastructure of the social life and economy. We share the opin-

ion of a number of experts who research this issue and evaluate its current state. There is not 

enough attention paid to the development of digital potential in order to achieve innovation growth 

of individual companies and industries. The institutional aspects of digital economy are not proper-

ly studied. Challenges and prospects of business development in the context of digital economy 

are fairly considered. Digital economy share has not been properly reflected in the system of mod-

ern economic relations. In this regard, the objective of this paper is to look at the main aspects of 

the digital economy development and offer insights into its role in the overall system of economic 

relations. The practical aspects of the digital economy development are indicated below. 

 

 

2. RESEARCH FINDINGS 
 

2.1 Development of digital economic sectors  

A key sector of the digital economy is the production of digital goods, equipment and software 

products. These products belong to high-tech production and are assigned to a special category of 

markets in the world economy. These companies share (more than 3200 companies) are listed on 

                                                 
1 All-Russian Economic Meeting 11.11.2019 // Free Economic Society of Russia website 
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the NASDAQ. At the same time digital services market is developing. Analysis of the dynamics of 

this sector in the OECD countries economy illustrates a steady growth in world trade in digital 

economy products (on average, the growth accounts for 4%). Digital services market growth is also 

impressive (up to 30% per year). Companies increase their spending on research related to digital 

technology, suggesting that the digital sector plays a key role in innovations. Digital infrastructure 

is developing and becoming more accessible, and the quality of communication networks is im-

proving as 4G / 5G technologies and fibre-optic data transmission systems are introduced. Simul-

taneously, prices are reducing, in particular, for mobile communication services, and the opportu-

nities for using mobile devices to access Internet are increasing, which, ultimately, allows us to 

forecast the ever-growing coverage and development of digital technologies in the world. Such 

dynamics, as well as surveys, carried out by the worlds’ leading consulting and research compa-

nies, give a reason to forecast the growing rate of digital coverage of a wide range of industries and 

activities generally in the world and the national economy2. 

There is a considerable potential to use modern digital technologies in the company’s activi-

ties. Experts identify the following aspects that constructively affect the digitalization of enterpris-

es. The level of use of high-tech equipment, software (operating systems, IT3), the availability of 

professionals who equally understand technological problems of production and the use of IT. A 

special feature of modern approaches to such kind of transformation is that digital technologies 

have a significant potential to accelerate innovation processes. From this perspective, levels of 

investment into the development of digital potential of the company are vital for being competitive 

in modern dynamic market. Levels of development of the digital economic sectors and the impact 

on GDP growth in Russia are visually represented in the research held by RAEC (Russian Associa-

tion of Electronic Communications). Basically following measures implemented by the governments 

which are focused on the development of the digital economy can be listed: the development of 

infrastructure, which is the basis for creating new business models and building scientific and so-

cial networks; reducing barriers in the digital economy; increasing the level of knowledge of digital 

technologies, training and retraining of specialists; providing credibility into digital infrastructure 

reliability and security, assessing risks; developing the digital economy sector. 

Based on innovative technologies produced by the electronic industry digital sector of the 

economy is represented by two elements. The first one comprises electronics manufacturing indus-

try, including the production of microchips, computers, telecommunication devices, and consumer 

electronics. The second one is the companies which provide services in the area of digital technol-

ogies and use digital tools, ways of storage, and data management techniques. The fact that a 

number of countries is currently implementing a complex of large-scale programs aimed at the 

development of digital sectors of their domestic economies confirms the importance of the digital 

sector growth for national economies. All this creates new jobs in the above-mentioned areas in-

creasing competitiveness in the electronics manufacturing industry and IT technologies and there-

fore proves the necessity of investments into the digital sector of economy (Gates, 1995).  

Nowadays, the problems of the digital sector inevitably affect the competitive ability of econo-

my since falling behind in acquiring and processing relevant data and being unable to use a digital 

resource eventually leads to losing existing positions on market. Theory of the international trade 

asymmetry provides that digital dependence of one country on the other leads to negative shift 

between their economies. It is impossible to overcome such structural dependence because the 

progress of digital technologies is rather fast, and new technologies can be developed based on 

previous results. If a country does not have them or otherwise if any technical or technological 

achievements are lost it becomes impossible to create anything competitive and brand-new to 

make the next step. For this reason, the condition of digital sector and its element base (special-

                                                 
2 Report by Huawei and Oxford Economics. 09/05/2017, Research: Dell EMC and Intel; Hypergiant Industries, BCG, 

Accenture 
3 www.raec.ru; www.rif.ru  

http://www.raec.ru/
http://www.rif.ru/
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ized hardware, providing necessary characteristics of microcircuits) in particular, is the main driver 

for social development as a whole. Import of digital products may temporarily eliminate the prob-

lem. However, taking into account the innovation frequency in this area is highly dynamic and 

complete equipment renewal period takes two-three years, dependence on the import of such sys-

tems will never provide strong competitiveness in this area.  

Modern global economy is becoming highly competitive in the area of digital technologies, 

which enables to get indisputable analytical advantages. Modern digital economy has created a 

brand-new resource – data, which albeit the controversial nature of this statement, is a factor of a 

successful economic activity (Cruz-Jesus et al., 2017). The approved national project “Digital Econ-

omy for the Russian Federation” (NPDE) and its supporting federal projects anticipate rapid devel-

opment of the digital technology sector, as well as the equipment and IT for such technologies. 

Although national potential for the production of such equipment as well as ongoing sanction re-

gime on Russian economy do not allow to achieve these objectives completely. All this creates a 

threat of purchasing of IT from other countries. Such risks are unacceptable when it comes to IT 

equipment components which have special requirements to reliability and quality (aviation and 

space technology, inhabited submarine laboratories, rescue and fire-fighting equipment, etc.).  

Therefore, the options for planned federal projects within the national project of digital econo-

my are, either to buy components from foreign producers with simultaneous risks in case of an 

emergency, or – the production of components on domestic equipment using domestic IT with data 

protection guarantee. However, this alternative brings in the risks of violating the timeline of NPDE 

objectives achievement. The established requirements of NPDE federal projects are in some in-

stances unrealistic if they rely exclusively on domestic equipment and IT. Among the reasons, one 

may outline insufficient initial level and level of production facilities, and competences of domestic 

producers.  

Modern economics has to answer a lot of questions that worry today many specialists and the 

public. Continuous data flow produces new effects that have not yet been scientifically explained. 

Besides, the main problem is that these effects experience prompt changes themselves and there-

fore the provided explanation (or a theory) risk to become outdated within a short period of time 

and will have to be modified as well. It is important to note that digital economy produces new ef-

fects related to the transformation of economic relationships which have informative nature. In 

other words, a growing number of behavioral models is based on data that often does not meet the 

qualitative requirements of completeness, reliability, and relevance. A number of behavioral mod-

els that use distorted information or intentionally distort information is increasing. Economic oppor-

tunism assumes misuse of data on competitors, markets, and technology. The number of econom-

ic crimes in cyberspace is growing and business suffer losses not typical for a traditional economy. 

Speed of acquiring and processing of certain important data is becoming a production factor 

itself and planned disinformation becomes an element of deceptive competition. Economic sci-

ence cannot ignore such problems. Traditional economic categories, competencies, terminology, 

the interpretation of certain concepts are continuously changing. The development of research in 

this field of institutional theory, operating with such categories as information, transactions, in our 

opinion, can help to overcome scientific difficulties (Varnavsky, 2015). Thus, the processes of digi-

tal transformation of production management, economic relations between business entities, insti-

tutions of digital economy, and public relations will continue its development in the absence of 

clearly and quantitatively defined goals and indicators. This is caused not only by high level of un-

certainty of scientific and technological progress, economic relations developing on the world mar-

ket, but also by the inconsistency and differences in the rates of development of economic and 

social processes in Russia. In these conditions very little application will have traditional methods 

of strategic company management where goals and strategy are clearly set. 

When objectives and strategies are constantly refined and revised in line with the analysis of 

obtained results and new side effects the methodology of indicative planning becomes popular.  
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There is a methodology of indicative planning for the state level of management as well. At the 

company level there are such methods of business planning as balance of goals, financing and 

human resource with the account of risk management. The conditions of constant growth of uncer-

tainty level determine the extensive use of forecasting and planning tools, including foresight tech-

niques. Such conditions presume on one hand the implementation of given methods of national 

economy control by the state and municipal bodies. On the other constant involvement and re-

sponsibility of these bodies in the implementation of NPDE. 

 

 

2.2 Key points of modern economic growth  

The analysis of the results of managing similar processes in socio-economic systems shows 

that quarter is the rational periodicity measure of reporting to ensure transformation process man-

agement. Achieving the required level of process control involves changes in the format of report-

ing sessions. The format of participation should include not only reporting on progress, but also 

identifying «bottlenecks». The necessary element of a successful management on all levels is the 

list of actions to break down the bottlenecks for the upcoming period (till the next reporting period), 

provide rationale for the resource allocation and organizational leverage requirements. Basic ele-

ment of modern economic organization encloses working with data and using information and 

communication systems in management process. The ongoing transactions represent the ex-

change of data and its interpretation affecting the character of future interactions. This, in its turn, 

leads to the development of relationships between market players and rules of conduct, changes 

in behavioral motives and transformation of the value system. Using the framework of information 

theory, the institutional theory is synthesizing it with the methods of analysis of transaction costs 

achieves significant opportunities to held further research of economic relations. 

A firm is defined by a set of multiple interactions. Hence, there is a problem of aggregating of 

data on these interactions into a single organization management system as well as integrating 

heterogeneous information environments into a unified digital space of a company. Here, under a 

unified digital space we understand a complex of hardware and software tools, designed for data 

processing, technological process control, designed to elaborate and implement specific decisions 

in every scope of a firm’s business activity. Level of profitability, transaction costs, organizational 

effectiveness, and, consequently, market prospects depend on the digital potential of the compa-

ny. The authors agree with the assumptions of a number of scientists that digital opportunities are 

becoming much more valuable than the availability of raw materials, financial resources and fa-

vorable relationships with business partners. Without reliable data the above conditions will not be 

fulfilled. Ranked data is a resource that enables to plan the future actions for the extended peri-

ods. Technical progress, which is narrowed to a steady improvement of technical systems and in-

crease of their efficiency, converts into production of data of the new capabilities of those systems. 

Society is evolving only when the new data processing capabilities outperform and replace the old 

ones.  This condition has to represent the capability to not only process a growing volume of data 

but also to use it for implementing the growth of efficiency of production alongside with the econ-

omy of resources (Gritsenko, Semina, 2019). 

In the context of the analyzed digitalization of economy a particular interest is focused on the 

growth points of modern economy. In the beginning of the XX century large oil, metallurgical, ma-

chine-building and mining enterprises used to be the main driving forces of the world economy, 

now the largest companies represent digital economy sector (table 1). 
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Table 1. Ranking of companies according to the analytics company Brand Finance 2019 

 

Brand Value (bn) Dynamics Revenue(bn) 

Apple $205,5 12% $265,8 

Google $167,7 27% $136,2 

Microsoft $125,3 20% $110,2 

Amazon $97,0 37% $211,4 

Facebook $88,9 -6% $48,8 

Coca-Cola $59,2 3% $23,8 

Samsung $53,1 11% $221,6 

Disney $52,2 10% $33,8 

Toyota $44,6 0% $190,8 

McDonald's $43,8 6% $96,1 

Source: Ranking of companies according to the analytics company Brand Finance 2019, 

http://brandfinance.com. Date accessed: 13.11.2019 [forbes.ru›biznes/379363-brand-finance-nazvala…] 
 

 

Obviously, companies involved in IT sector (Google and Microsoft) and online trading (Amazon) 

demonstrate the highest growth rates, whereas industrial companies fail to keep pace with those 

of IT sector and online trading. Theoretical understanding of growing data flows impact on modern 

socio-economic system is reflected in the concepts of the post-industrial and information society. 

Changes in production processes, reorientation of production from creating material goods to 

providing services, and the globalization of the economy are recognized by theorists of the digital 

society as the most fundamental signs of a new type of society triggered by informatization (Sad-

kov, Shibaeva, Artemov, 2018). 

 

 

3. DISCUSSION  
 

3.1 Criteria of digital economy evaluation 

What are the criteria-based approaches to digital economy analysis? To measure the devel-

opment of the digital economy, OECD countries have developed a system of indicators characteriz-

ing the following areas: high-tech sector of the economy development, its share in manufacturing 

products and services; investment into the research, software development, education costs and 

additional retraining; development and production of information and communication equipment; 

job creation in science and high technology; indicators of cooperation between corporations, ven-

ture firms, universities and research organizations; international circulation of knowledge, interna-

tional cooperation in science and innovation; mobility of scientists, engineers, students; dynamic 

Internet expansion; share of high-tech products in international trade.  

The impact of increasing data flow on the development of the society and the economy made 

it possible to describe it as the leading resource for the economic growth of modern society. Ex-

perts characterize this condition by the changes in economic relations and the development of a 

digital economy, indicating the necessity to find new approaches to solve the problems of its de-

velopment.  

http://brandfinance.com/
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The analysis of various scientific surveys held by the authors identified four criteria for the 

analysis of the digital economy, which one way or another were addressed by the researchers: a 

criterion related to the employment; geographical criterion; technological; and, in fact, economic. 

However, the idea behind most definitions is that quantitative changes in the field of data pro-

cessing have led to the development of totally new socio-economic relations. 

We have to take a closer look at the criteria related to an employment sector. This approach is 

associated with works of P. Drucker (1993), D. Bell (1999), C. Leadbeater (1999), and F. Cruz-

Jesus et al. (2017), who studied a structure of an employment sector and patterns of supervised 

changes. The transformation of the socio – economic relationships happens because the majority 

of the workforce are employed in a digital economy sector. The declining share of those who work 

in manufacturing and a growing number of those in service sector is considered to be the substitu-

tion of a manual labor by a digital one. In this case, data is believed to be a primary resource, so a 

significant rise of workforce involved in data processing may be considered as a digital transfor-

mation. 

Statistical surveys show that number of people employed in the service sector has increased. 

In Western Europe, USA, Japan a percent of people who work in the service industry has passed 

70%. Most of these people in one way or another are involved in data processing, therefore we 

have a clear proof of digital economy existence. Main problem of this approach lays in identifying 

of categories of employees involved in data processing. For instance, it is considered that the fun-

damental base for digital economy was an increase in number of IT specialists, telecommunication 

companies’ employees and analysts, whose main responsibility was data processing. However, 

there is no method for calculating a number of people employed in digital economy. Nevertheless, 

there is a rapid growth of people employed in commerce, legal services, etc., they are hardly relat-

ed to the digital economy, but all of them fall under the same category.  

Geographical dimensional criteria. A number of digital economy concepts is based on the geo-

graphical approach (Mulgan,1991; Urry, 2000). Main focus is on data transition network which link 

different locations and therefore is able to influence the development of global economic area. 

Data transition network is a distinctive feature of a modern society. In addition, it is important to 

understand which aspect of the data transition network should be selected to study digital econo-

my. It could be a completely technological aspect, meaning presence of specific data transition 

systems on a particular territory or we should analyze other aspects: amount of data transitioned 

through the network, quality of this data, etc. Nowadays a number of other general issues fall un-

der discussion i.e. how can one differentiate between various levels of networks, which amounts of 

data and speed of its transfer defines a transition to digital economy. 

Economic criteria suggest taking into account growth rate of the economic value in the field of 

data creation, transmission, processing and storage (Leadbeater,1999; Machhlup,1962). If this 

type of activity is more dominant in economic area than in agricultural or industrial sectors of the 

economy, one can assume that the transition to digital economy takes place. Additionally, data 

itself becomes an object of economic relations. Research institutions and specialized companies 

provide customized services in data collection and analysis that adds more value. Main problem of 

this approach is a big volume of statistical material, which proves an increased role of data in eco-

nomic activities, but its real value and impact on companies is understudied.  Furthermore, proce-

dures for evaluating the efficiency of employees’ performance and their ability to process and in-

terpret data are not yet well developed. For example, information and analytical department in a 

manufacturing company deals with information and data processing, but in practice it is impossi-

ble to segregate its share in the overall company’s production for statistical purposes.  

Technological criteria. A number of technological innovations in the field of information and 

communication technologies has become a basis for a technological concept that is now available 

for general public (Lane, 1999,; Martin, 1978; OECD, 2015). New technologies are the most rec-
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ognizable criteria of changes in economic systems and they are often identified as drivers for eco-

nomic growth. Main idea of these assumptions is that an increased volume of technological inno-

vations in data transmitting and processing leads to socio-economic relationships reorganization. 

Many scientists in their researches recognize the importance of technological innovations’ impact. 

Such assumptions are based on the ability of computer technology to transform the telecommuni-

cations industry and combine these technologies that has led to the development of such services 

as email, data transfer in the form of text, audio and video files, social networks, instant messen-

gers, etc. The expansion of digital technology gives a reason for discussions of creating new socio-

economic relationships, digital economy (Libin and Libina, 2019). Integrated approach is required 

for the evaluation of level of digital economy development level. 

Fundamental problems occur when the development of the approaches and metrics for the 

assessment of digital economy progress level are based only on technological criteria. It is compli-

cated to follow a level of development of various digital technologies during empirical studies and 

to what extent their existence allows us to recognize the economy as digital (first - because there 

are too many of them, second - each of them has its own impact, third - they are constant in their 

development). In their attempt to identify a suitable metrics unit the majority of the researchers 

who focus mostly on technologies are unable to provide simple and verifiable data. One of the 

problems of giving an appropriate definition to the digital economy lays in measuring and identify-

ing a certain point on the technological scale from which one can determine the economy as digi-

tal. Many of the modern researches of the information technology tend to avoid this topic limiting 

themselves to general description of the technological innovations assuming this is enough to re-

flect a new type of economy.  

There is another question related to a dominant role of the technological criteria used for de-

fining digital economy. Critics disagree with those who claim that at each historical period technol-

ogies appear first and only then they start to affect socio-economic relationships. This assumption 

gives a key role to technologies oversimplifying processes of social changes, splitting socio-

economic processes from technologic innovations. However, it is clear that technologies are not 

detached from a social sector, they are an integral part of a society. Decisions on any type of re-

search or development illustrate social priorities. Development of particular technologies is based 

on these judgements. A number of researchers have demonstrated how technologies reflect social 

values (Semenov, 2017). 

 

 

3.2 Complex evaluation of development level in digital economy 

If taking into account all the above, it is hard enough to think of a technological factor as cru-

cial in case of any changes in socio-economic relationships as well as in the development of a digi-

tal economy. The analysis of the approaches to the determination of socio-economic relationships, 

which are formed on the basis of digital technologies, shows that currently there are no accurate 

and detailed concepts in this area. The majority of researchers focus on quantitative characteris-

tics and assume that after reaching a point of a particular number of quantitative characteristics 

digital economy starts to dominate.  

However quantitative characteristics indicating the growth of data flows do not represent a 

split from the previous systems. Questions arise when digital economy is defined by the assump-

tion that qualitative change can be identified by a simple calculation of data flows or the people 

involved in data processing, a number of machinery and telecommunication equipment, etc. In 

other words, an assumption is being promoted that a quantitative growth in data is somehow 

transformed into a qualitative change in the economic system. 

This idea raises the necessity to research qualitative characteristics of the growing data flow in 

parallel with the analysis of technological development. It should be realized that growing data 

flows are not entirely a quantitative factor and are a subject to statistical measurements. How-
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ever, when calculating the economic value of the data, its share in processing activities in deter-

mining of GDP, the qualitative characteristics of the subject are not taken into account. When all 

the data circulating in the system is considered as homogeneous mass and becomes available for 

quantitative measurement, the qualitative side of the issue often remains out of sight. Together 

with the quantitative measurements of data there comes an understanding that its growing num-

ber indicates a deep transformation of economic relationships.  

 

 

3.2 Efficiency of management in digital economy  

And at last, the efficiency of management decisions in digital economy. The quality of the data 

itself, methods of its processing and effective management decisions being adopted on its basis, 

according to the authors, is the most significant in the context of the digital economy. Theorists of 

the digital economy have come to the following conclusion by excluding the measure of value of 

certain data in favor of quantitative measurements of their growth. Due to the growth of economic 

weight and quantity of data generated the economy should go through fundamental changes. The 

ability to measure the distribution of data in numbers is not useless but it is not enough. To under-

stand the development of the digital economy where the key resource is the data it is absolutely 

necessary to comprehend its quality.  

Interpretations of scientists who study data value and quality differ from those who work only 

with nonsemantic and quantitative measurements (Oborin and Gubanov, 2018). One of the specif-

ic features of growing data flows is the complexity of data structuring, preparation for use and data 

management. Excessive commercialization under market relations leads to an information asym-

metry of economic agents, depletion of data flows for public access, raise of transactional expens-

es in data processing and other negative factors, which are considered as implications of digital 

economy development (Castells, 2000). An ability to accumulate and create huge data reserves, 

development of high-speed and capacious equipment, telecom network, cloud storages have put 

restrictions on processing and analyzing huge amounts of data.  

Digital technologies, Internet in particular, raise the degree of cooperation and creative ex-

change between software engineers and end users, researchers and scientists. New technologies 

also give an opportunity for a continuous team work on creation of goods and services which also 

includes a wide range of end users. Users’ participation allows to reveal drawbacks, flaws and offer 

ideas for further development. Wide-scale technological changes, when people, using data and 

communication technologies, interact to produce innovations, are accompanied by changes in the 

institutional structure of society. Thus, a comprehensive analysis of the nature of relations in the 

digital economy is possible only from the perspective of social and innovative development. 

According to recent studies, there are two framework conditions essential for socio-economic 

development of the society.First – to consolidate a great number of society members for produc-

tion and distribution of a new knowledge. Implicit, inaccessible to certain individuals isolated from 

social interaction, knowledge has to be circulated and enhanced. Second - it is essential to create 

an «open access» space to exchange knowledge and circulate it. Also, there is a need to lower bar-

riers for cooperation, geographic and linguistic and other obstacles, developing social networks 

which are general or specialized by nature (Libin and Libina, 2019). 

With a growing number of data flows there comes an opportunity to move to another level of 

management of economic processes. Modern data retrieval systems allow to automize manage-

ment decisions process and make it possible to produce a more detailed analysis of economic 

activity. Modern databases enable to analyze and to forecast economic processes at the macro 

level as well as regional, industry or company levels. Digital devices, smartphones, IoT allow to get 

data directly from economic operators. Data received from these devices gives an opportunity to 
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create digital patterns of consumers, technologic processes, which lead to the economy of re-

sources, optimization of procurement systems and cost cutting, etc. (Popov et al., 2019).  

The increased use of digital devices has led to the introduction of a concept of "big data". Data 

flows are continuously growing (their volumes are already reaching terabytes and petabytes), data 

is exchanged in real-time mode, processed and used for making decisions. Opportunities produced 

by Big Data are characterized as unprecedented for the development of management and science. 

Working with big data is a basis for digital economy growth, as they provide a new level of socio-

economic data analysis. 

 

 

CONCLUSION  

Digital economy development provides an opportunity to expand communication and creates a 

free exchange of ideas and experience. Internet channels allow to combine efforts for starting a 

business, to look for investment opportunities, employees, partners, resources and marketplaces. 

Also, digital technologies may be an essential element for staff training, knowledge sharing and 

implementing of innovative ideas in the social area. Digital technologies development has a signifi-

cant role in the public economy sector. Digital government and public services are more often seen 

as means of reducing costs, providing more efficient services to public and businesses, as well as 

being a part of the government’s program to saving the environment.  

Digital government and innovative technologies are regarded as means of ensuring the effec-

tive government participation in the sustainable development. Digital government will allow gov-

ernment agencies to provide better services and be more open to the public. It can help govern-

ments to minimize environmental damage, promote the efficient management of natural re-

sources, as well as stimulate economic growth and promote the development of the public sector. 

A separate issue of digital transformation is the analysis of risks that get in a way of creation of 

a fully functional digital economy. The nature of this problem is determined by the digital inequality 

discussed above. Along with countries actively introducing and using new technologies, there are 

entire regions that are cut off from global information communications that do not take an ad-

vantage from the transition to a new type of functioning of the socio-economic system. The differ-

ences are not only in the level of technology, investment resources deficit or low level of human 

capital development, but also in the extremely insufficient level of institutions functioning. 

Among the conditions for the development of the digital economy in Russia, several aspects 

can be outlined. Firstly, Russian education system has a high potential for training of digital econ-

omy specialists. This indicator established in the NP CE is expected to be fulfilled not only in terms 

of quantitative characteristics, but also in the competencies of young specialists who meet the 

highest requirements of our time. This is especially important, since in a digital economy a person 

will focus mainly on the implementation of new opportunities and systematic organization of inter-

action in the ecosystem of people and machines, and routine operations will be transferred to ma-

chines. Secondly, at present, original organizational and technological solutions for creating an 

effective infrastructure of the digital economy have already been adopted. Thirdly, integration and 

development of specific cases on the basis of modern principles of the digital economy will create 

a synergetic effect and shall boost the Russian economy. 
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 The main aim of this paper is to investigate the relationship be-

tween bank concentration and bank risk in the Jordanian banking 

industry from 2005 to 2016. While controlling for bank fundamen-

tals and business cycle, we used two measurements to measure 

bank risk (Z-score and Non-performing loan ratio) and three meas-

urements of bank concentration (Herfindahl–Hirschmann Index, 

Concentration Ratio and the Lerner Index). We applied the two-step 

Generalized Method of Moments (GMM) to analysis this relationship 

between concentration and risk. The empirical evidence shows bank 

concentration has a positive relationship with risk measured using 

non-performing loan ratio, and a negative relationship using Z-score. 

This suggests greater market power leads to greater risks, which in 

turn supports the concentration-fragility theory. 
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INTRODUCTION 

A well-functioning financial system is the key to ensure the smooth flows of funds in an econ-

omy, which in turn contributes to the long-term growth and development in the country.1 Past bank-

ing crises, such as the European banking crisis in 1992, the Venezuelan banking crisis in 1994, 

the Asian financial crisis in 1997 and the Ecuador banking crisis in 1998 are among many that 

show the serious damage and contagion resulting from a banking crisis to an economy and those 

of neighbouring countries.  

In addition, the banking crises throughout the world, especially the 2008 financial crisis, 

showed the importance of bank concentration to the industry. Up until the present, the relationship 

                                                 
1
 According to Jordinvest (2012), the report of the banking system in Jordan; “The Jordanian banking sector is one of the 

key pillars supporting the Jordanian economy and has a positive and active role in developing the national economy”. 
The banks function as an intermediary connecting between the lender and the borrower, which makes the borrower 

create or expand the business, which leads to contributes to economic development. 
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between bank concentration and stability has not been clear. Past studies employed two main 

theories that explain the relationship between bank concentration and risk, i.e., (1) bank concen-

tration and stability and (2) bank concentration and fragility. The first, concentration-stability, is 

based on the concept that banks with a larger market share have greater opportunity to improve 

their profit rates and therefore decrease their financial fragility through higher “capital buffers” 

(Boyd, De Nicoló, and Smith, 2004). Additionally, large banks prefer to participate in “credit ration-

ing" which is a method that makes credit less easily accessible or subject to high interest rates. 

Finally, larger banks that increase their “charter value” encourage their bank managers to make 

less risky decisions.  

The second view, concentration-fragility, is the opposite of the first, and describes the point at 

which banks with large capitalization become “too big to fail” and leads the banks to take more 

risks. Moreover, larger banks will ask for higher interest rates, which, when imposed by banks with 

large market capitalization may cause a higher default rate from their borrowers (Boyd and De 

Nicolo, 2005). In addition, the higher degree of risk present might cause a drop in the banks’ man-

agement productivity, resulting in a higher degree of operational risk (Uhde and Heimeshoff, 

2009).  

Over the past 11 years, the Jordanian banking sector has shown considerable fluctuations in 

bank concentration levels. Based on the 2017 report issued by the Central Bank of Jordan, out of a 

total of twenty-five banks operating in Jordan, the assets of the five largest banks decreased from 

approximately 59.6% of total assets of the licensed banks at the end of 2006 to approximately 

53.9% at the end of 2015. However, in 2016 the concentration ratio increased to 54.3%. These 

figures reveal a significant degree of fluctuation in the bank concentration ratio in Jordan. The aim 

of this research is to determine which of the two views is applicable to the Jordanian banking in-

dustry so as to help banks avoid financial shocks or crises. 

Thus, this study aims to investigate the relationship between bank concentration and risk for 

the Jordanian banking industry over the period from 2005 to 2016. Data obtained from the finan-

cial statements of seventeen commercial and Islamic banks operating in Jordan between 2005 

and 2016 were collected. The study employed two proxies for bank risk: Z­score and non-

performing loan ratio, and three proxies for bank concentration: Herfmdahl-Hirschmann Index 

(HHI), Concentration ratio (CCR) and the Lerner Index. It also applied a two-step Generalized Meth-

od of Moments (GMM) for testing the data. To the best of our knowledge, this research will be the 

first to examine the relationship between bank concentration and bank risk and will specifically 

focus on data obtained from Jordan.2 This focus on a single country’s data should furnish greater 

understanding of the relationship between bank concentration and risk.3 Additionally, most studies 

have investigated the relationship between bank concentration and bank stability by referring to 

data taken from a single country in an advanced market rather than one from an emergency mar-

ket.4 Moreover this research is different from that of other research in that it applies several 

measurements of bank concentration in the one study, i.e., concentration ratio of the largest 3, 5 

and 7 banks (assets and loan), two measurement of HHI (total assets and total loans) and Lerner 

index.  

The results obtained in this study show that bank concentration (HHI and concentration ratio) 

are significantly positive when non-performing loans is employed, and significantly negative when 

using Z-scores. However, the Lerner Index results are significantly negative for both Non-

performing loans and Z-scores. Our analysis implies that the more concentrated a banking industry 

                                                 
2 While there has been limited research conducted in Jordan using these factors, the main objectives of previous studies 

were to examine whether the Jordanian banking environment is competitive or concentrated, e.g.,  Demirguc-Kunt and 

Martinez Peria 2010. 
3 Furthermore, studies such as Ben Ali et al. 2018, focus on more than one country, and include Jordan with other coun-

tries. 
4 For studies of advanced markets see Chu, 2015 and Kasman and Kasman, 2015. For studies of emergency markets 

see Nguyen et al., 2018. 
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is, the riskier it becomes. The conclusion of our analysis provides support to the application of con-

centration-fragility to the Jordanian banking sector.  

The following sections of this paper are organized as follows: Section 2 discusses relevant past 

studies; Section 3 explains methodologies adopted for this study; Section 4 discusses findings and 

their applications; and Section 5 presents our conclusion. 

 

1. LITERATURE REVIEW 

Based on previous studies, it is difficult to conclude the exact impact of banking market con-

centration on financial risk. The literature provides two contradictory views of the relationship be-

tween concentration and financial risk: concentration-stability and concentration-fragility. 

 

1.1 Concentration-fragility 

Concentration-fragility is one of the two views regarding the relationship between concentra-

tion and bank stability. This view argues that the higher the concentration, the more risk a bank 

takes. According to Boyd and De Nicolo (2005), banks often demand higher interest rates from 

their borrowers when there is little competition in the market. This places additional burdens on 

the borrower to cover the associated increases to the loan. Therefore, the chance of loan defaults 

would become greater, resulting in a higher chance for banks to fail.  

Several studies have found evidence supporting the concentration-fragility view. Uhde and 

Heimeshoff (2009) conducted on 2,600 banks located in 25 European countries from 1997 to 

2005 found clear evidence that banking market concentration negatively affects a bank’s financial 

stability. Further confirmation was provided by Fiordelisi and Mare (2014), who used data collected 

from 2529 European banks between 1998 and 2009 to show that market power and financial 

stability are negatively associated.  

Schaeck, Cihak, and Wolfe's (2009) study encompassing 38 nations and 28 systemic banking 

crises from the year of 1980 to 2003 found that the presence of concentration lowers the chance 

of a systematic crisis from happening, thereby supporting the concentration-fragility view. Liu, 

Molyneux, and Nguyen (2012) collected data from 4 different South East Asian countries. Their 

results showed concentration does increase a bank’s risk-taking levels and so their study confirms 

the concentration-fragility theory. Fu et al. (2014) collected data from 14 Asian Pacific nations for 

the period from 2003 to 2009. The study concluded that when a high concentration level is pre-

sent, a higher level of financial fragility is also present. A recent research by Li (2019) examined 

banks in 22 transition countries during the period from 1998 to 2016 and found support for the 

concentration-fragility view by applying NPL and Z-score for bank risk and Lerner index for bank 

competition. 

 

 

1.2 Concentration stability 

Some researchers have argued that the larger banks in a more concentrated market would 

have a better stability rate. When bankruptcy does occur, it causes higher opportunity costs which 

result in higher franchise values. Keeley (1990) states that larger banks which increase their char-

ter value encourage bank managers to make less risky decisions. Moreover, Keeley concludes that 

an increase in competition will result in a reduction of a bank’s value which will put it at risk and 

result in a lessening of its financial stability. Boyd et al. (2004) mention that the larger banks could 

improve their profit rates which would lead to a decrease in financial fragility through increased 

“capital buffers”. This view suggests that if concentration is positively associated with banks, it will 

cause an increase in the probable rate of return on the banks’ possessions as well as the standard 

deviation of their revenues. 
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In support of concentration-stability, Chang, Guerra, Lima, and Tabak (2008) used the banks’ 

NPLs in order to study the association between credit risk and bank concentration in Brazilian 

banks. The results showed that having a more concentrated financial system helps to enhance 

financial stability by further reducing the lower default rates of its borrowers. In addition, Chu 

(2015) studied the relationship between these two factors in Canadian banks by examining data 

from 1867 to 1935. The results agreed with those of Chang, Guerra, Lima, and Tabak (2008), con-

firming the positive relationship between concentration and stability. A recent study by Albaity, 

Mallek, and Noman (2019) applied GMM to examine bank competition in MENA countries from 

2006 until 2015 by using two measurements of bank stability and competition. They reviewed 

data from 276 banks and also found support for the concentration-stability view. Degl’Innocenti, 

Fiordelisi et al. (2019) examined seven developed investment banking industries from 1997-2014; 

they found that high market power leads to more bank stability. Marchionne and Zazzaro (2018) 

examined the Italian banking industry from 2006 to 2010; their results confirm concentration-

stability.  

Moreover, Azmi, Ali, Arshad, and Rizvi (2019) testing data from fourteen dual banks from 

2005 till 2016 found the relationship between HHI and Z-score to be statistically positive. After 

reviewing bank data in 27 EU countries for both the long-term and short-term, Davis and Karim 

(2019) found a positive relationship between the Lerner index and Z-score. Hence, these findings 

weaken the concentration-fragility hypothesis and confirm the concentration-stability view. Phan, 

Anwar, Alexander, and Phan (2019), using bank data from China, Malaysia, Vietnam and Hong 

Kong from 2004 until 2014, found strong support for the concentration-stability view. Furthermore, 

Beck et al. (2006) collected data from 69 nations between 1980 and 1997 in order to study the 

relationship between concentration and financial stability. The result was that market power de-

creases the likelihood that a nation will be subjected to a universal banking crisis, thus confirming 

the concentration-stability view. 

 

 

1.3 U-shaped relationship  

Several researchers have found the existence of a U-shaped relationship between bank con-

centration and bank risk. Ben Ali et al. (2018) studied the association between banking concentra-

tion and stability on data collected from 173 industrialized and developing nations for the period 

from 1980 to 2011. The results prove that both the concentration-stability and concentration-

fragility views are possible. Căpraru and Andrieş (2015) examined data from 923 commercial 

banks in 27 European nations from the period between 2001 and 2009. Their results show a vari-

ation in the relationship between concentration and financial stability with some countries showing 

a positive relationship between the two factors and others showing a negative one. González, 

Razia, Búa, and Sestayo (2017) examined 356 banks operating in MENA countries during the peri-

od from 2005 to 2012. They also found empirical support for concentration-stability and concen-

tration-fragility views. Noah, Jacolin, and Brei (2018) found a U-shaped relationship between bank 

concentration and bank credit risk in Sub-Saharan Africa for the period from 2000 to 2015. 

In addition, following examination of banks located in Canada, U.K and the U.S.A., Kanas, Al-

Tamimi, Albaity and Mallek (2019) found that the relationship between the Lerner Index and Non-

performing loan is statistically negative. However, they also found the relationship between market 

concentration for the biggest 5 banks and NPL is positively significant. This finding also supports 

the two views. Kasman and Kasman (2015) examined data from Turkish banks for the period from 

2002 until 2012 by using the NPL and Z-score to measure the level of stability, and using HHI and 

concentration ratio (five largest banks) to measure market power. Their results indicate that the 

level of concentration and a bank's credit risk taking (NPL) are positively linked; however, the con-

centration ratio and the Z-score are negatively linked. In the case of Vietnam, Nguyen, Le, and Tran 

(2018) found a U-shaped relationship between market power and bank risk. 
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2. METHODOLOGY 

This research uses a two-step GMM system to study the relationship between bank concentra-

tion and financial risk for 17 banks in Jordan during the period from 2005 to 2016. The sample 

includes the annual reports of Islamic and commercial banks in Jordan. We used a dynamic panel 

to analyze the connections between concentrations and financial risk. In addition, the dynamic 

panel data contained one or more lagged for the dependent variable. Our GMM regression model 

is specified as follows: 

               (1) 

Where  is Z-score and Non-performing loan ratio for  banks and  time,  is the 

lag of the risk.  is concentration. For instance, considering Non-Performing Loan ratio as the 

dependent variable in the above equation, a negative value of the coefficients would decrease the 

NPL and lead to support of the concentration-stability view. However, a positive value for  would 

furnish empirical support for the concentration-fragility view. Therefore, as concentration, meas-

ured by the Herfmdahl-Hirschmann Index (HHI), Concentration ratio (CCR) and Lerner Index, in-

creases, bank Non-performing loan would also increase. In addition, if the coefficients show differ-

ent signs, the results would support a U-shaped relationship.  and  

are control variables which include Earnings, Liquidity, Bank Size, Growth of GDP and Inflation. 

Finally,  is a composite error term. 

The data were collected from several databases. For those banks listed on the Amman stock 

exchange, we collected the data from Bloomberg and Bankscope; however, for the banks not listed 

on the Amman stock exchange, the data were obtained manually from annual reports of those 

banks. For macroeconomic factors, we collect the data from World Bank and the global economic 

databases.  Table 1 shows the descriptive data for the variables. We have 204 observations from 

17 banks between 2005 and 2016. 

 Table 4 displays the evaluation of the mean values for the variables within the sample dura-

tion. The outcomes for Z-score, Return on Asset (ROA), Liquidity, Lerner Index and HHI (loan) fluc-

tuated during the sample period. In addition, NPL decreased from 2005 until 2008, however fol-

lowing the financial crisis in 2008 the NPL started to increase until 2011 when it began to de-

creased. Meanwhile, HHI (assets) and Concentration ratio for assets decreased during the sample 

period. However, while the Concentration ratio (loan) decreased every year from 2005 to 2016, 

expect for an increase in 2007 only. 5 

 

 

2.1 Measurement of variables  

 

2.1.1 Concentration  

This research used three different measurements to measure concentration: Concentration ra-

tio (CCR), Herfindahl-Hirschman index (HHI) and Lerner Index. Concentration ratio is a measure 

representing the sum of the combined market shares of the three/five/seven largest banks in the 

loans/assets market. While, Concentration ratio is a measure of the market share of the largest 

banks only. HHI focuses on the market shares (Total Loan or assets) of all the banks in the sample.  

Herfindahl-Hirschman index is measured as follows: 

 
                                                 
5 Figure 1, Figure 2 and Figure 3 display a visual representation of the evolution of the Lerner index, Concentration ratio 

and the HHI respectively, during sample period. 
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Where Ai is the market share (total assets or loan) of bank i and n represent the total number of 

banks in the sample. 
 

Lerner index is one of most popular measurements for market power. When the value is close 

to one, it means a monopoly as price diverges from marginal cost. Simply put, a low value for the 

Lerner index will increase the degree of competitiveness in the banking industry. 

 

Where is the price of total assets for bank  at time ; proxy by the ratio of total revenues 

divided by total assets. The marginal cost is  . As in previous studies, the following equation is 

used to estimate marginal cost on the basis of a translog cost function with three input prices 

(price of deposit, labor and fixed capital) and one output (total assets) (i.e., Demirguc-Kunt and 

Martinez Peria, 2010). The cost function is as follows: 

 

Where  is lag of total cost of the bank and includes all interest and noninterest ex-

penses,  is bank and  is years,  is total earning assets, and  are the three input prices. 

 is the price of deposit (interest expenses divided by total deposits),  is the price of labour 

(total salaries expenses divided by total assets), and  is the price of fixed capital (measured by 

dividing other operating and administrative expenses to total assets). Marginal cost is calculated 

as follows: 

 
 

 

2.1.2 Dependent variable  

Following González, Razia, Búa, and Sestayo, 2017 and Kasman and Kasman, 2015, this 

study has employed two different measures of banking risk, namely Z-score and Non-performing 

loan. Z-score is an inverse measure of overall bank risk. Z-score is one of the most popular ratios 

to test entry into bankruptcy or the probability of insolvency of individual banks. Z-score is an abso-

lute and balanced indicator of bank vulnerability, combining accounting measures of profitability, 

volatility and leverage. Z-score is measured as follows: 

 

Where i is the bank, t is the year, ROA is the return on assets, E/TA is the equity to total assets 

ratio, and  denotes the standard deviation of ROA. Thus, a greater Z-score value indicates a 

higher bank stability and a smaller risk profile for a bank (Berger et al., 2009). The second meas-

urement for bank risk is non-performing loans ratio which is used as the common measurement of 

credit risk or loan portfolio (Berger et al., 2009). Since non-performing loans damage the assets 

market values, profitability and the stability of the bank, having a high value of non-performing loan 

will lead to high risk and instability in the banking industry. The measurement of NPL is as follows:  
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2.1.3 Control variable 

Banks with high profitability face less pressure for revenue creation and are thus under less 

compulsion to engage in credit risk. In this study, the Return on Assets (ROA) after-tax is consid-

ered as a bank profitability indicator. This study measured the ROA using the following equation: 

 
 

Return on Assets shows bank efficiency in assets employment as well as the net income gen-

erated from assets. A high value of ROA indicates better performance and gives rise to profit. Bank 

liquidity can simply be explained as the capability of a bank to meet its short-term obligations as 

well as maintaining it solvency. The measurement of the liquidity is as follows: 

 

The above equation considers  to be those assets that can be converted to cash 

easily in any circumstances or at any time. One of the vital properties of this ratio is that it shows 

the accessibility of liquidity by which a bank is able to fulfill its short-term obligations. The measure 

of the remaining bank-specific factor, Bank size, is calculated by taking the lags of total assets for 

each bank in each year (Kasman and Kasman, 2015). Meanwhile, measures of macro-economic 

factors, which are growth of GDP and Inflation, were obtained through the Worldbank and global 

economic databases. 

 

 

Table 1. Descriptive Analysis 

 
Variables Mean Stander deviation Coefficient of variation 

Dependent Variable 

Z-score 3.97768 2.727202 0.685625 

NPL 8.54384 5.968919 0.6986221 

Independent Variables 

HHI (Loan) 2445.10 400.9052 0.1639627 

CCR7 (Loan) 81.4678 2.341461 0.0287409 

CCR5 (Loan) 71.9143 4.258402 0.059215 

CCR3 (Loan) 63.4808 2.87452 0.045282 

HHI (Assets) 2715.01 622.4942 0.2292781 

CCR7 (Assets) 82.8590 3.679114 0.044402 

CCR5 (Assets) 75.4024 4.242993 0.056271 

CCR3 (Assets) 66.5651 4.676846 0.0702596 

Lerner Index 0.93162 0.014724 0.0158052 

Translog cost function 

Marginal Cost 0.45142 0.128430 0.2845008 

W1= Price of deposit 0.03092 0.013944 0.4509125 

W2= Price of labour 0.00998 0.003292 0.3296761 

W3= Price of fixed capital 0.01350 0.005938 0.4398779 

Q = Total assets 2942.79 5467.561 1.857947 

TC= Total cost 120.446 202.9643 1.685106 

Control variables 

Earnings 1.29944 0.634883 0.4885817 

Liquidity 13.8643 7.751816 0.5591172 

Bank size 7.24059 1.078348 0.1489309 

Inflation 4.09464 4.075629 0.995356 

Growth of GDP 1.37241 0.545172 0.3972356 

Notes: NPL is Non-performing loan, HHI is Herfindahl-Hirschman index (loan or assets), and CCR is Concen-

tration ratio for the largest 3, 5 or 7 banks (loan or assets). 
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3. RESULTS AND DISCUSSION 

 Table 2 and Table 3 show the main results of this paper. We used two dependent variables to 

proxy financial risk (Z-score and Non-performing loan) and used different measurements of bank 

concentration. Moreover, we added a specification test provided through the GMM system6. The 

lagged endogenous variable showed positive and significant results in two regressions in all the 

models. Model 1 in Teble 2 points out the impact of HHI (loan) on risk, controlling for bank specif-

ics and macroeconomics. The results show that the relationship between HHI (loan) and Z-score is 

significant and negative at the 1% level, suggesting that a decrease in market power will result in 

more stability. In terms of HHI (assets), the result also support the concentration-fragility view, 

meaning that concentration in the banking industry will lead to an unstable and risky banking envi-

ronment. Moreover, the concentration ratio for the biggest 3, 5 and 7 banks in the banking indus-

try, whether from the aspect of loans or assets, is significantly negative, and therefore support the 

concentration-fragility view. Furthermore, the results show a significant negative relationship be-

tween the Lerner Index and Z-score. Suggesting that high market power in the banking industry will 

result in instability.  

The outcomes, as presented in Table 2 show that the coefficients of Earnings and Inflation are 

positive and significant in all models, proposing that an increase in inflation and profit will increase 

the Z-score and will lead towards more stability. In other words, the biggest banks are gaining a 

high proportion of profitability and that amount will drive them to a more stable environment. 

Moreover, during periods of high inflation a bank will increase its interest rate which will result in 

higher profits causing the banks to experience less risk. Liquidity is shown to be positive and signif-

icant in Models 1, 5, 7 and 9. Therefore, it is proposed that banks with high liquidity will become 

less risky. However, Bank size shows a negative and significant relationship with Z-score in Model 

7 only, while all other models shows the relationship to be insignificant. This suggests that an in-

crease of the total assets will cause an unstable environment. Growth of GDP shows a negative 

relationship with Z-score in Model 2 and Models 5 through 9. This outcome proposes that an in-

crease in the rate of growth of GDP will decrease stability in the banking industry. 

The second dependent variable is Non-performing loan, shown in Teble 3. Model 1 in Table 3 

displays the outcomes of the relationship between concentration measures calculated using HHI 

(loan) and Non-performing loan; this result is positive and significant, suggesting an increase in 

market power will lead to an increase in credit risk. Similarly, results presented in Table 3 show a 

positive coefficient, significant at 1% level between market power of assets (HHI assets) and Non-

performing loan. Furthermore, CCR 3, 5 and 3 (loan) and CCR 3, 5 and 7 (assets) show a signifi-

cantly positive relationship with credit risk. However, Model 9, which presents the Lerner Index, 

supports the concentration-stability view as an increase in market power will negatively relate to 

credit risk. The findings of this research support those of Kasman and Kasman (2015) and Nguyen 

et al. (2018) and show the existence of a U-shaped relationship between bank concentration and 

bank risk. In addition, in Table 3, profitability in all Models displays a negative relationship with 

non-performing loan, suggesting that an increase in profit will causes a decrease in credit risk. 

However, the probability value of earning was insignificant in Model 9. Inflation and growth of GDP 

displays a negative and significant relationship with NPL in all models except Model 9 where 

Growth of GDP is shown to be insignificant. To reduce inflation and money circulation, the central 

bank will increase the interest rate, which will cause the banks to gain more revenue from the 

loans thereby leading to bank stability; this result matches that of Fofack (2005). Moreover, an 

increase in the growth of GDP will lead to an increase in income enabling borrowers to meet their 

obligations and resulting in less credit risk. Bank size shows a significant positive relationship with 

NPL in Model 5, suggesting that an increase in bank size will increase bank non-performing loan. 

Furthermore, Liquidity shows no relationship with non-performing loan in Models 3, 4 and 6. How-

                                                 
6 AR(1) and AR(2) are autoregressive; where AR(1) test require a significant serial correlation. However, AR(2) test re-

quire a lack serial correlation. In addition, Hansen J-test (p-value) point to whether the instruments are unrelated to the 

error term. 
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ever, liquidity shows a significantly positive relationship with NPL in HHI (loan), CCR7 (loan), and 

Lerner Index, proposing that an increase in liquidity will increase the credit risk. Meanwhile, Liquidi-

ty displays a negative relationship with NPL in Models 5, 7 and 8, suggesting banks with more liq-

uid assets will face low credit risk. 
 

 

Table 2. Estimation results of the main model, dependent variables: Z-score 
 

Notes: Z-scoret-1 is the lag of Z-score, HHI is Herfindahl-Hirschman index (loan or assets), CCR is Concentration ratio for 

the largest 3, 5 or 7 banks (loan and assets) and LnGDP is the lag of growth of GDP. *** is significant at 1%, ** is signif-

icant at 5%, * is significant at 10%. Standard error appears in the brackets above estimated coefficients. 

 

Dependent 

Variable  

Z-score 

Model 1 
Model  

2 

Model  

3 

Model  

4 

Model  

5 

Model  

6 

Model  

7 

Model  

8 

Model  

9 

Constant 

(0.4191

)*** 

1.7513 

(3.3256)*** 

8.9168 

(0.7530)*** 

2.419 

(1.471)*** 

3.9186 

(0.3786)*** 

1.001 

(1.260)** 

3.219 

(0.9716)*** 

5.4504 

(0.3638)*** 

3.7996 

(0.3599)*

** 

-0.9962 

Z-scoret-1 

(0.0415

)*** 

0.0692

6 

(0.0824)*** 

0.5431 

(0.0535)*** 

0.1222 

(0.0547)*** 

0.1623 

(0.0742)*** 

0.6317 

(0.0934)*** 

0.5147 

(0.0791)*** 

0.5489 

(0.0757)*** 

0.6131 

(0.0684)*

** 

0.61421 

HHI(Loan) 

(0.0001

)*** 

-0.0006 

        

CCR7(Loan)  
(0.0466)** 

-0.1128 
       

CCR5(Loan)   
(0.0113)** 

-0.0269 
      

CCR3(Loan)    
(0.0271)** 

-0.0598 
     

HHI(Assets)     
(0.0002)*** 

-0.0007 
    

CCR7 (Assets)      
(0.0179)** 

-0.0380 
   

CCR5 (Assets)       
(0.0148)*** 

-0.0773 
  

CCR3 (Assets)      
 

 
 

(0.0088)*** 

-0.0684 
 

Lerner Index         

(0.1926)*

** 

-0.6368 

Earnings 

(0.2325

)*** 

2.3911 

(0.2128)*** 

1.6025 

(0.1891)*** 

2.2979 

(0.2327)*** 

2.2719 

(0.2418)*** 

1.6758 

(0.2242)*** 

1.4539 

(0.2183)*** 

1.6263 

(0.2221)*** 

1.386 

(0.1729)*

** 

2.2706 

Liquidity 

(0.0076

)* 

0.0147

7 

(0.0245) 

-0.0087 

(0.0068) 

0.0069 

(0.0069) 

0.0107 

(0.0093)* 

0.0162 

(0.0082) 

-0.0003 

(0.0101)** 

0.0246 

(0.0268) 

0.3262 

(0.0066)*

** 

0.02416 

Bank Size 

(0.3597

) 

-0.3881 

(0.1663) 

0.08221 

(0.1393) 

-0.0117 

(0.1221) 

0.02482 

(0.1852) 

-0.0514 

(0.0807) 

0.07576 

(0.1466)*** 

-0.49797 

(0.1374) 

-0.1029 

(0.2164) 

-0.1067 

Inflation 

(0.0069

)*** 

0.0240

1 

(0.0081)*** 

0.07181 

(0.0084)*** 

0.03362 

(0.0080)*** 

0.03355 

(0.0081)*** 

(0.0529) 

(0.0164)** 

0.03877 

(0.0097)*** 

0.06399 

(0.0075)*** 

0.05806 

(0.0089)*

** 

0.0576 

LnGDP 

(0.1612

) 

0.1436 

(0.1475)* 

-0.2552 

(0.1605) 

-0.0373 

(0.1754) 

-0.0147 

(0.1467)** 

-0.2969 

(0.1197)** 

-0.2609 

(0.0983)*** 

-0.5080 

(0.1093)*** 

-0.2982 

(0.1376)*

** 

(-0.8860) 

AR(1) Test (p-

value) 
0.053 0.010 0.020 0.024 0.023 0.057 0.009 0.013 0.018 

AR(2) Test (p-

value) 
0.999 0.223 0.747 0.756 0.580 0.392 0.389 0.429 0.779 

Hansen J-test 

(p-value) 
0.662 0.909 0.374 0.883 0. 896 0.942 0.890 0.873 0.825 

Difference-in-

Hansen Test 

(p-value) 

0.817 0.600 0.401 0.551 0.646 0.580 0.489 0.482 0.467 

Prob > chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Wald chi2 623.97 2606.53 502.69 973.81 9549.53 1932.43 8084.42 4390.02 1636.61 

Number of 

Observation 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 

187/ 

204 
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Table 3.  Estimation results of the main model, dependent variables: NPL 
 

Notes: NPLt-1 is the lag of non-performing loan ratio, HHI is Herfindahl-Hirschman index (loan or assets), CCR is Concen-

tration ratio for largest 3, 5 or 7 banks (loan and assets) and LnGDP is the lag of growth of GDP. *** is significant at 1%, 

** is significant at 5%, * is significant at 10%. Standard error appears in the brackets above estimated coefficients. 
 

 

CONCLUSION 

This research investigates the association between bank concentration and risk, based on da-

ta from banks in Jordan for the period 2005–2016. We used two measures to calculate financial 

risk: Z-score (whole risk) and Non-performing loan (credit risk), and nine proxies for bank concen-

tration with controlling bank specifics and macro-economics. 

Our main results are consistent with the concentration-fragility view; when the dependent vari-

able is Z-score, the outcome shows a negative and significant relationship between concentration 

and bank stability (Z-score), indicating that an increase in market power will result in increased 

risks. Meanwhile, by using Non-performing loan as a dependent variable, the outcome displays a 

positive and significant relationship with concentration, proposing that an increase in market pow-

er will positively increase credit risk. Moreover, this supports the argument that when there is a 

drop in the market power rate, there is a lower interest loan rate, which, in turn, will result in bor-

Dependent 

Variable  

NPL 

Model  

1 

Model  

2 

Model  

3 

Model  

4 

Model  

5 

Model  

6 

Model  

7 

Model  

8 

Model  

9 

Constant 
(1.062)*** 

-5.5336 

(13.57)*** 

-56.577 

(4.988)*** 

-21.355 

(10.108)*** 

-38.648 

(0.9394) 

-1.349 

(6.067)*** 

-36.449 

(5.029)*** 

-30.762 

(4.376)*** 

-29.650 

(0.855)* 

(1.5885) 

NPLt-1 
(0.018)*** 

0.6740 

(0.024)*** 

0.6866 

(0.021)*** 

0.7053 

(0.0228)*** 

0.7320 

(0.035)*** 

0.6760 

(0.021)*** 

0.6539 

(0.022)*** 

0.6394 

(0.0244)*** 

0.6336 

(0.019)*** 

(0.7503) 

HHI(Loan) 

(0.0006)**

* 

0.0059 

        

CCR7(Loan)  
(0.176)*** 

0.7932 
       

CCR5(Loan)   
(0.079)*** 

0.40142 
      

CCR3(Loan)    
(0.177)*** 

0.7427 
     

HHI(Assets)     

(0.0007)**

* 

0.0036 

    

CCR7(Assets)      
(0.080)*** 

0.5350 
   

CCR5(Assets)       
(0.075)*** 

0.5235 
  

CCR3(Assets)        
(0.0792)*** 

0.5994 
 

Lerner Index         
(0.405)** 

-1.0333 

Earnings 
(0.176)*** 

-1.4010 

(0.272)*** 

-1.5631 

(0.262)*** 

-1.4432 

(0.2938)*** 

-1.4858 

(0.366)*** 

-2.2875 

(0.273)*** 

-1.6887 

(0.278)*** 

-1.9175 

(0.2999)*** 

-2.3489 

(0.6270) 

-0.0159 

Liquidity 
(0.015)*** 

0.03164 

(0.009)*** 

0.0260 

(0.0095) 

0.01011 

(0.0158) 

0.0074 

(0.014)*** 

-0.0610 

(0.0087) 

-0.0100 

(0.009)** 

-0.0198 

(0.0123)*** 

-0.0612 

(0.010)*** 

0.0448 

Bank Size 
(0.1286) 

0.0093 

(0.3565) 

-0.0861 

(0.3937) 

0.1991 

(0.4787) 

0.1931 

(0.455)*** 

2.2435 

(0.235)*** 

0.9429 

(0.215)*** 

1.3282 

(0.3494)*** 

2.4970 

(0.130)** 

-0.2721 

Inflation 
(0.013)*** 

-0.1414 

(0.025)*** 

-0.1434 

(0.018)*** 

-0.1284 

(0.0224)*** 

-0.1124 

(0.005)*** 

-0.0865 

(0.013)*** 

-0.1386 

(0.012)*** 

-0.1456 

(0.0076)*** 

-0.1312 

(0.011)*** 

-0.0504 

LnGDP 
(0.376)*** 

-3.3496 

(0.544)*** 

-2.5541 

(0.415)*** 

-2.2726 

(0.6655)*** 

-3.1385 

(0.507)*** 

-1.6422 

(0.369)*** 

-1.6679 

(0.406)*** 

-1.8725 

(0.4664)*** 

-2.1336 

(0.2384) 

-0.2136 

AR(1) Test (p-

value) 
0.001 0.001 0.002 0.002 0.005 0.003 0.004 0.005 0.001 

AR(2) Test (p-

value) 
0.628 0.632 0.914 0.936 0.489 0.911 0.961 0.838 0.951 

Hansen J-test 

(p-value) 
0.129 0.179 0.129 0.118 0.134 0.233 0.193 0.168 0.309 

Difference-in-

Hansen Test 

(p-value) 

0.833 0.446 0.377 0.116 0.342 0.320 0.339 0.437 0.910 

Prob > chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Wald chi2 16166.8 9850.87 6655.95 6064.96 5025.15 6001.84 6965.21 6078.92 25944.7 

Number of 

Observation 
186/204 186/204 186/204 186/204 186/204 186/204 186/204 186/204 186/204 
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rowers paying back their loans. When this happens, credit risk will be decreased, leading to greater 

stability in the banking sector. The conclusion of these findings is that banks engage in less risky 

behaviours in a low concentrated environment. The conclusion also supports the concentration-

fragility view, which can be applied to the Jordanian banking sector. 

The data obtained through this research provides a number of significant implications for poli-

cy makers. Our empirical evidence proposes that a less concentrated environment contributes to 

less risk in the banking sector, The results support a recommendation to the Central Bank of Jor-

dan to increase the number of banks by making changes to market entry restrictions, thereby in-

creasing competition in the banking industry, because high market power in the banking industry 

will lead to greater risk. Concerning bank specifics, Earnings show a significant relationship with 

bank stability, and this research recommends that banks have moderate earnings as this would 

ensure those banks are less volatile. Additionally, as liquidity shows a positive relationship with 

bank stability, regulators should continue to strengthen bank liquidity. 

Every research has limitations and the current research is no exception. The main limitation is 

poor availability of data, especially for foreign banks; it would therefore be beneficial for future 

research to collect more data in the Jordanian banking industry, particularly from foreign banks. 

Additionally, future research can assess financial risk using data from non-bank financial institu-

tions such as insurance companies. This study did not use all the available measurements of bank 

concentration, such as the Boone indicator and the efficiency-adjusted Lerner index. Thus, future 

research can use these other measurements to determine whether similar findings can be 

achieved for banks operating in Jordan. The highest risk facing the Jordanian banking industry is 

credit risk, which may be affected by a number of factors such as Investment rate, Return to 

Shareholders Ratio, Net Interest Margin, and sensitivity to market risk. Future research could use 

these variables in addition to bank concentration. While this research only applied Z-score and 

non-performing loan to determine bank risk, future studies may attempt to examine other meas-

urement of the financial risk, such as the capitalization ratio as a measure of a bank’s level of cap-

italization (Berger et al., 2009). 
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Figure 1. Evaluation of Lerner Index 

 

  

 

Figure 2. Evaluation of Concentration Ratio 

 

 

 

Figure 3. Evaluation of HHI 
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Table 4. Mean values of measures of variables 

 

Notes: NPL is non-performing loan ratio, HHI is Herfindahl-Hirschman index (loan or assets), CCR is Concentration ratio 

for the largest 3, 5 or 7 banks (loan and assets), and ROA is Return of Assets after tax. 
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 There are few studies focusing on the effect of tourism on poverty in 

the emerging tourism markets, however, there is no empirical evi-

dence in Vietnam. Our paper is the first one that aims to investigate 

the impact of tourism on poverty with a new database collected 

from 61 provinces in Vietnam over the period 2010–2018. The 

empirical result strongly shows that tourism has a negative and 

significant impact on poverty in all estimated models. It means that 

a higher in tourism revenue can lead to a lower poverty rate in the 

provinces. Besides, labour force and education are found to have a 

negative and significant effect on poverty. Although foreign direct 

investment has a negative impact on poverty, however, the coeffi-

cients are not significant. Finally, we have some conclusions and 

implications for policymakers to sustainably reduce the poverty rate 

of households in the future. 
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INTRODUCTION 

According to the common definition of the World Tourist Organization, tourism is defined as 

the movement of people out of their regular place of residence for no more than one consecutive 

year for leisure, business or other purposes (UNWTO, 1995). Tourism is one of the fastest-growing 

economic sectors in many countries worldwide. In 2018, tourism played an important role when 

generating 10% of the global GDP and nearly 10% of employment (as 292 million jobs). Tourist 

growth has popularly offered huge benefits, from increases in gross-output and employment crea-

tion to local economic development for far and poor communities. In 2018, according to the statis-

tics of World Economic Forum (WEF, 2019), given a rapid speeding-up of growth, the number of 

international tourists worldwide reached 1.4 billion and overreach over two years compared to the 

previous prediction. Especially, this year also noted as the seventh year in a row where the growth 

in tourism exports (as 4%) exceeded the growth in merchandise exports (as 3%). Tourism is under-
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stood as a "smokeless industry” that has helped tens of millions of people in many regions out of 

poverty.  

In recent years, besides a blooming economic growth (Tung, 2019), Vietnam has been consid-

ered one of the emerging tourism markets with rapid growth as well as recognized as a "rising star" 

on the world tourism map. Located in the Southeast Asia region, Vietnam has some strengths need 

for booming tourism. Firstly, this country has a long development history of over 4000 years with 

many dynasties. Secondly, Vietnam has a population is over 97 million people (2019) including 54 

ethnic communities with many rich and diverse cultural heritage in many different locations. Third-

ly, located in the tropical region, this country has a long coastline nearly 3300 km having many 

scenic spots, beautiful bays and natural islands. Finally, Vietnam has recognized 24 natural tangi-

bles and 12 intangible cultural heritages and 4 heritage sites by the United Nations Educational 

Scientific and Cultural Organization (UNESCO). Besides, this tourism industry has more than 3000 

national heritage sites and 7500 community heritage sites (Sieu, 2018). Specifically, in 2019, Vi-

etnamese tourism continues to achieve the Asian Leading Destination title for the second consecu-

tive year voted by the World Tourism Awards (WTA). Based on many strengths, the tourism sector 

has developed strongly over the past two decades and has an important role in socio-economic 

developing strategy and reducing the poverty targets in Vietnam. Over the years, foreign tourists 

coming to Vietnam have increased by a double-digit rate and brought tremendous benefits in im-

proving the socio-economic indicators.  

 

 

 

Figure 1. The number of foreign tourists to Vietnam in 2002-2019 

Source: General Statistic Office of Vietnam, 2019 

 

 

The statistics of the Vietnam National Administration of Tourism have clearly demonstrated a 

strong increase in the number of foreign tourists over time and have been particularly prone to a 

sharp rise over the past 10 years (see Figure 1). In detail, the number of foreign visitors reached a 

new record at 18.01 million in 2019 and nearly 4.2 times higher than in 2009 as well as nearly 8 

times higher than in 2002. Furthermore, in 2019, tourism revenue reached VND 726 trillion 

(equivalent to 25 billion USD), accounting for nearly 10% of the GDP of the whole economy. The 

tourism management agencies also predict that the tourism industry will welcome about 20.5 mil-

lion international visitors and the total revenue from tourism activities will reach over VND 830 

thousand billion by 2020. Besides, based on the newest ranking of WEF, in 2019, the Vietnamese 

tourism industry was ranked 63rd among 140 countries worldwide and had an increase of twelve 

places compared to 2017. Vietnam has been continuously put in the list of ten most-improved 

countries (WEF, 2019). The tourism industry of this country is also predicted to continuously in-

crease in the next years (Tung, 2018). 
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In terms of socio-economic aspects, besides the key role of tourism in increasing the aggre-

gate demand of the economy, tourism is also a very important service industry in creating more 

jobs for the labour force, especially for those who are unable to access to labour markets such as 

older women, young people with low levels of education, migrant workers and rural residents. If 

policymakers have skills in planning development, tourism sector can make a significant contribu-

tion to socio-economic development and poverty reduction. Not only in Vietnam but also in others, 

tourism is one of the platforms for employment creation and poverty reduction in rural areas. 

Along with booming tourism, poverty reduction in Vietnam has also made outstanding 

achievements. Following the General Statistic Office of Vietnam (GSO), there were many poor peo-

ple as nearly 60% of the population in 1990, the poverty rate in Vietnam has sharply dropped to 

5% by the end of 2019. The highlighted achievements of Vietnam in poverty reduction have been 

highly appreciated by international institutions as well as other countries. The tourism-poverty nex-

us is really an interesting relationship to further analysis in Vietnam. There are some research 

questions in the case of Vietnam. For example, ‘Does tourism have any connection with poverty 

reduction in Vietnam in recent years?’ or “Can tourism help poverty reduce in Vietnam?”. However, 

almost no quantitative studies have been conducted relating to the relationship between tourism 

and poverty reduction in this economy. 

There are some studies related to the relationship between tourism and poverty in Vietnam. 

However, most studies can not clearly answer the tourism-poverty nexus in the current context of 

Vietnam. In detail, these studies have been carried out with old datasets (Jansen-Verbeke, 1995; 

Lam, 1997) or qualitative methods (Truong, 2012; Hampton and et al., 2018). Besides, most stud-

ies only implemented in a small region in Vietnam such as the Northwest region (Truong et al., 

2014) or only in the informal economy (Truong, 2018). Therefore, there is a research gap in quanti-

tative analysis of the impact of tourism on poverty reduction in Vietnam. So our research aims to 

fill this empirical research gap with a new dataset collected from 61 provinces across the country. 

Our research results are expected to provide valuable evidence for the policy making process in 

the relevant field in Vietnam. 

Totally, our paper contributes to three main aspects. Firstly, this is the first quantitative study 

using a provincial dataset to study the impact of tourism on poverty reduction in Vietnam, an 

emerging tourism market in the Asian region. Secondly, our research results provide further evi-

dence about the important role of tourism in reducing poverty in developing countries thereby con-

tributing to the academic knowledge of economic development. Thirdly, from the perspective of the 

policy making process, Vietnam has had a successful and booming tourism industry in recent 

years, so the evidence of tourism-poverty nexus in this country is a useful reference for other de-

veloping countries.  

Our paper is structured into five sections. Section 2 shows the literature review. Section 3 pre-

sents the research methodology and data source. Section 4 includes empirical results and discus-

sions. Finally, section 5 provides conclusions and policy implications. 

 

 

1. LITERATURE REVIEW 

Due to the important role of tourism in economic growth as well as the positive impact of tour-

ism on related socio-economic issues such as poverty reduction, there were some empirical stud-

ies focusing on the extent and direction of the tourism-poverty nexus that has been conducted in 

countries worldwide. In particular, the impact of tourism is often reflected and considered by the 

revenue of tourism (or the number of tourists) come to these regions or countries. Besides, the 

effect of tourism on poverty also is a popular argument issue of policymakers because there are 

many empirical results identified on this relationship in some countries, however, the results are 

not united (or contrary) with much different evidence. 
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The authors including Balaguer and Cantavella-Jordá (2002) conducted an empirical study and 

demonstrated that tourism is a factor promoting long-term economic growth in Spain. The econom-

ic development made per capita income increase and many people could escape poverty in the 

long-run. The research was done by Saayman et al. (2012) focused on the impact of tourism on 

poverty alleviation in South Africa. Their result showed that tourism could help to reduce the pov-

erty rate when poor people had benefited from tourist spending in the region. Medina-Munoz et al. 

(2016) built a matrix of the effect of tourism on poverty in recipient countries. In this study, the 

authors have developed a theoretical framework for the overall study of the direct effects of tour-

ism on poverty reduction. 

Rakotondramaro and Andriamasy (2016) used a causality test in analysing the cointegration 

relationship among tourism, poverty and growth in Madagascar. The authors concluded that there 

was no causal relationship between tourism and poverty reduction in this country over the study 

period. In another study, Njoya and Seetaram (2017) identified the impact of tourism on poverty 

reduction in Kenya. The empirical result showed that tourism had a positive impact on poverty re-

duction in both urban and rural areas. However, the impact level in urban areas was higher than in 

rural areas. Besides, Pavlic et al. (2019) noted that industrialization and urbanization tourism de-

velopment was transforming into an unplanned, uncontrolled and unsustainable form. The authors 

showed that further environmental degradation of natural resources could continue which would 

influence the destination attractiveness. The implication of the paper was tourism may increase 

the unsustainable development in the region. More recently, Garza-Rodriguez (2019) concluded 

that there was a long-term relationship between tourism and poverty reduction in Mexico. In which 

tourism helped to increase GDP per capita and thereby reduced poverty in this economy. 

Overview from previous studies, there were some empirical results related to the relationship 

between tourism and poverty, however, the evidence was quite diverse and even contradictory 

results. The diverse results are due to this relationship is highly dependent on the specific macro 

factors of each country. Therefore, it is inappropriate to refer to research results in other countries 

and apply them to policy-making and administration in a specific country because of differences 

from macroeconomic factors among countries. 

There were only a few in-depth studies on tourism which have been done in Vietnam. Most 

studies had not quantitatively analysed and provided quantitative evidence for the arguments. For 

example, in an early study, Jansen-Verbeke (1995) carried out an overview of tourism development 

in Vietnam. The author gave a number of qualitative forecasts about the potential development of 

the tourism market. Besides, Lam (1997) continuously provided an overview of the Vietnamese 

tourism industry as well as analysis and forecast of the tourism market challenges in the transition 

period of the Vietnamese economy. The author also had some recommendations for future tourism 

development in the economy. In addition, Thirumaran et al. (2013) proposed a development strat-

egy for Vietnam's tourism industry by promoting the image of tourist destinations through souvenir 

products. Truong (2012) examined the relationship between tourism policy and poverty reduction 

in Vietnam. However, the author only focused on the important role of government in supporting 

tourism development as well as arguing that tourism growth would benefit poor people in Vietnam. 

Hampton et al. (2018) analysed the effect of tourism on inclusive growth in Vietnam. The authors 

concluded that tourism had grown rapidly with partial economic benefits to the local community 

but did not appear to be part of the inclusive growth model in the case of Vietnam. 

Overview although tourism plays a key role in socio-economic development worldwide, most 

empirical results are conducted in developed countries with long-established tourism industries. 

Besides, the quantitative results related to the theme of the impact of tourism on poverty reduction 

are not really be concerned in developing countries, especially in some highlighted booming tour-

ism markets. Thus, a quantitative study using a panel dataset focus on the impact of tourism on 

poverty reduction in the emerging tourism industry like Vietnam is really essential. The findings are 

intended to provide valuable information not only for policymakers in Vietnam but also for policy-

makers in relevant fields in other countries. 
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2. METHODOLOGY AND DATA 

 

2.1 Methodology 

In order to analyse the impact of tourism on poverty in the Vietnamese provinces, we will pre-

sent the estimation strategy which includes general function, some specific models and the econ-

ometric methodology. Based on the literature review, the poverty equation is shown as the function 

form: 

Poverty = f(Tourism, Labour_force, FDI, Education)                             (1) 

 

Besides, to deeply identify the effect of tourism on poverty in the sample, we will estimate the 

econometric function with some forms which have a difference in the number of the indepentdent 

variables. The poverty function can be represented as some following forms:   

Povertyi,t = β01 + β11Tourismi,t + ε1i,t                                                                                          (2) 

Povertyi,t = β02 + β12Tourismi,t + β22Labour_forcei,t  + ε2i,t                                                       (3) 

Povertyi,t = β03 + β13Tourismi,t + β23Labour_forcei,t + β33FDIi,t + ε3i,t                                       (4) 

Povertyi,t = β04 + β14Tourismi,t + β24Labour_forcei,t + β34FDIi,t + β44Educationi,t + ε4i,t           (5) 

 

Where: Povertyi,t is the poverty rate of the provinces, Tourismi,t is the tourism revenue, La-

bour_forcei,t is the people in the range of labour force per total population, FDIi,t is the foreign direct 

investment, Educationi,t is the educational quality level and εi,t  is the error term. Besides, t denotes 

time periods, and i is cross-sectional units with i ϵ [1,  N]. The variables have been defined by some 

different measuring kinds. The definitions and the unit of variables are reported in the below table.   

 

 
Table 1. The definition and source of variables 
 

Variable 

symbol 
Definition Unit 

Poverty The poverty rate of households by province % 

Tourism Revenue of tourism by provinces 
VND thousand 

billion 

Labour 

force 

The number of people who are employed plus the unem-

ployed who are looking for work divided by the total popu-

lation 

% 

FDI Foreign direct investment inflow USD Billion 

Education Number of the school of general education Hundred 

Source: General Statistic Office of Vietnam, 2019 

 

 

Our estimation strategy has two main steps. In the first step, the OLS is employed with both 

the fixed-effects model (FEM) and the random-effects model (REM). In the second step, the Haus-

man test is used to select which is the better result among the fixed-effects and the random- ef-

fects model. If the p-value is less than 0.05, the null hypothesis will be rejected. The testing result 

confirms that the result of the random-effects is biased and the fixed-effects is the better one, oth-

erwise, the random-effects is chosen. Furthermore, we will estimate the econometric function (1) 

with some different models and the results will be compared with others to identify the exact ef-

fects among variables.   
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2.2   Data  

This paper employs a dataset including 61 provinces in Vietnam. A secondary data of 9 years 

from 2010 – 2018 of the variables including poverty rate (Poverty), Labour force rate (Labour 

force), foreign direct investment (FDI) and education (Education). Our data is extracted from the 

database of the General Statistics Office of Vietnam (GSO). We choose to collect the data from 

GSO because this database is the best one with a compilation of relevant and high-quality in the 

case of Vietnam. Table 2 shows a description of the variables in this research.  

 

 

Table 2. A statistical summary of the variables 
 

Variable Max Min Mean Std. Dev. Obs 

Poverty 50.0 0.02 10.9 8.43 531 

Tourism 23.1 0.00 0.45 2.35 531 

Labour force 71.3 47.3 58.7 3.94 531 

FDI 7.5 0.00 0.39 0.88 531 

Education 15.6 1.74 4.66 2.48 531 

Source: Authors calculate from the research data 

 

 

3.  RESULT AND DISCUSSION 

 

3.1  Panel Cointegration test 

The analysis of long-run cointegrating relationships has been received much attention in mod-

ern quantitative analysis. In order to test the integrative relationship among the variables, we em-

ploy the Johansen testing method merged the technique of Kao and Chiang (2000) for using panel 

data. This technique considers various forms of the residual-based panel Fully Modified OLS 

(FMOLS) estimator that produces asymptotically unbiased, normally distributed coefficient esti-

mates. The null hypothesis (H0) is no cointegration equation in the long run. The results of the Jo-

hansen test are summarized in Table 3.   

 

 

Table 3. Results of the cointegration test 

 
The null hypothesis (H0) Kao-Chiang statistic test 

There is no cointegration equation 
2.347830 

(0.0094) 

Source: Author calculated from research data 

 

 

The testing result concludes that the null hypothesis of no cointegration vector between the 

variables is rejected at 1% level of significance. This result indicates that there is a long-term rela-

tionship between the variables including poverty, tourism, labour force, foreign direct investment 

(FDI) and education in the Vietnamese provinces. The long-term cointegration relationship between 

tourism and poverty has been pointed out in some developed countries such as Spain (Balaguer 

and Cantavella-Jordá, 2002) or Mexico (Garza-Rodriguez, 2019).  

 

 

3.2  Correlation analysis 

The correlation analysis is a statistical method applied to evaluate the direction of the rela-

tionship among quantitative variables. Although this testing method is quite simple, it is a useful 

https://www.tandfonline.com/author/Balaguer,+Jacint
https://www.tandfonline.com/author/Cantavella-Jord%C3%A1,+Manuel
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statistic to analyse the relationships in a matrix of variables. A positive correlation means that two 

or more variables have positive relationships with each other, while a negative correlation means 

that the variables are negatively related. Besides, this method is closely connected to the linear 

regression analysis that is a statistical approach for modeling the association between a depend-

ent variable. The correlative result is presented in the below table. 

 

 
Table 4. Correlation matrix result 

Variables Poverty Tourism Labour force FDI Education 

Poverty 1.0000     

Tourism -0.2199 1.0000    

Labour force -0.4041 -0.3428 1.0000   

FDI -0.3265 0.6192 -0.2716 1.0000  

Education -0.0522 0.4187 -0.0817 0.3366 1.0000 

Source: Author calculated from research data 

 

 

There are some highlighted points that need further discussions. Firstly, the sign of the poverty 

rate (Poverty) and tourism revenue (Tourism) is negative (-0.2199) which shows a negative rela-

tionship between two variables. Based on this evidence, higher tourism revenue leads to a de-

creasing in the poverty rate in the provinces in Vietnam. Secondly, tourism has positive relation-

ships with both foreign direct investment (0.6192) and education (0.4187) due to the positive sign 

of the correlative values. Besides, the correlative values of variables are not high, it is possible to 

imply that there is no obvious evidence of serious multicollinearity problem in the equation. Accord-

ing to the correlative analysis, tourism is really a good macro variable that can help sustainable 

development in Vietnam in the future. Based on the correlation analysis, we can expect a negative 

impact of tourism on poverty in the regressive result in the next part. 

 

 

3.3 Panel regressive result 

Following our regressive strategy presented in the previous part, the econometric equation (1) 

is estimated with two models including fixed effects and random effects, after that, the Hausman 

testing method is applied to choose which is the better one. The dependent variable is the poverty 

rate and there are four independent variables including tourism, labour force, foreign direct in-

vestment and education. There are 531 observations collected from 61 provinces over the period 

of 2010-2018. Besides, our econometric function is also estimated with some various forms in 

order to deeply analysis the impact of tourism on poverty in the provinces. However, the estimated 

results are in the same direction and quite unite among fixed-effects (FEM) and random-effects 

(REM). The estimated results are shown in the below table (see Table 5). 

First of all, based on the quantitative results, all our estimated results show a negative and 

significant impact of tourism on poverty in the Vietnamese provinces. This evidence implies that a 

higher value in tourism revenue can lead to a lower poverty rate in the provinces. The panel re-

gression result is supported by the correlative result in the previous part. Furthermore, our result is 

robust evidence of the positive role of tourism in reducing the poverty rate. Besides, our estimated 

result is in-line with some previous studies in Vietnam (eg., Truong et al., 2014) or other developing 

countries (e.g., Njoya and Seetaram, 2017; Garza-Rodriguez, 2019). The positive role of tourism on 

poverty alleviation in Vietnam also is good evidence for developing countries (or poor countries) to 

use this macro variable to achieve sustainable development targets. Unlike the previous studies in 

Vietnam only focusing on a small area such as Truong et al. (2014) in Sapa (Lao Cai province) or 

Truong (2018) in Hanoi, our research result is an improvement because of our data collected from 

the overall sample of the provinces in Vietnam. On the other hand, our result maybe is the first one 
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using a provincial database in the poverty-tourism nexus in Vietnam, so our evidence is helpful not 

only in the academic field but also in the policy making process in this country. 

 

 
Table 5. The panel estimated result  
 

Dependent variable: Poverty 

Variable 
Model 1 Model 2 Model 3 Model 4 

FEM REM FEM REM FEM REM FEM REM 

Tourism 
-0.32* 

[-1.88] 

-0.53** 

[-2.10] 

-0.38* 

[-1.82] 

-0.67*** 

[-2.74] 

-0.28* 

[1.87] 

-0.51* 

[-1.96] 

-0.09* 

[-1.77] 

-0.46* 

[-1.66] 

Labour 

force 
  

-0.99*** 

[-6.83] 

-0.32** 

[-2.55] 

-0.99*** 

[-6.85] 

-0.20* 

[-1.65] 

-0.97*** 

[-6.84] 

-0.21* 

[-1.75] 

FDI     
-0.26 

[-0.67] 

-0.53 

[-1.31] 

-0.45 

[-0.12] 

-0.51 

[-1.26] 

Education       
-3.96*** 

[-4.28] 

-0.21 

[-0.74] 

Constant 
11.1*** 

[42.02] 

11.2*** 

[12.50] 

69.3*** 

[8.13] 

30.2*** 

[4.04] 

69.7*** 

[8.15] 

24.4*** 

[3.20] 

86.8*** 

[9.34] 

25.2 

[3.38] 

R-squared 0.0484 0.0484 0.1395 0.0396 0.1350 0.0339 0.1272 0.0447 

Hausman 

test 

0.93 

(0.3354) 

90.30 

(0.000) 

105.17 

(0.000) 

142 

(0.000) 

Obs (n) 531 531 531 531 

Source: Author calculated from research data.*indicates significance at 0.10 level, ** indicates signifi-

cance level at 0.05, *** indicates significance level at 0.01. The t statistical values are in parentheses 

below the coefficients. 

 

 

Secondly, the estimated results show that there is a positive and significant effect of labour 

force on poverty in the provinces. This evidence implies that a province having a large labour force 

would help to decrease the poverty rate in the province. Our result is quite easy to understand, 

normally, in developing countries, the abundant labour force is an important cause of attracting 

businesses to invest, which can help reduce poverty rate in regions (see, Alisjahbana and Manning, 

2006; Medina-Munoz et al., 2016). In the case of the Vietnamese provinces, the labour force is 

probably a factor that helps harm poverty. Besides, there is 70% of the population is under 35 

years of age, Vietnam is the highest one among countries in the region at similar income levels. 

From our evidence, policymakers need concern and efficiently use the labour force as an important 

resource to decrease poverty in the future.  

FDI has a negative impact on poverty in all estimative results, however, the coefficients are not 

significant. The sign of the coefficients indicates that FDI can help to reduce poverty in the provinc-

es. Because of the insignificant of coefficients, so we can not conclude the real impact of FDI on 

poverty, this problem may come from the unbalance in the FDI attracting results among provinces. 

In fact, in Vietnam, foreign investment inflows always focus on some leader provinces and much 

higher than others. Furthermore, the impact of FDI on poverty in a specific country is not conclusive 

and the benefits of FDI may be is depended on the FDI policy regime of the country (see Sumner, 

2005). Our finding confirms a challenge for policymakers to have a more connected and advan-

taged polices in the link between FDI and poverty in the provinces. Then FDI will reduce the poverty 

phenomenon more clearly in the future. 

Finally, the development of education has a negative and significant impact on poverty in the 

Vietnamese provinces. In general, Vietnam performs well in general education. However, education 

development reduces poverty is quite understandable. When the education system improves, it 

can increase the quality of human resources (see Wikeley et al., 2008). As a result, there are more 

and more people have the opportunity to contact with higher incomes, so the poverty rate will de-

https://www.tandfonline.com/author/Sumner%2C+Andrew
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crease in the next period. Our finding implies that policymakers need to encourage investment in 

education as an urgent activity to reduce poverty in the provinces. 

Furthermore, to have a visual comparison between the above quantitative results and our re-

search statistics, a graph is built by the scatter plot technique is drawn. Where the vertical axis 

presents the poverty rate and the horizontal axis shows the tourism revenue of the provinces. 

There is a linear regression line between the two variables that represent the correlative relation-

ship (see Figure 2). Our scatter plot clearly points-out a negative relationship between the poverty 

rate and the tourism revenue of the provinces over the study period. The graph is completely con-

sistent with the panel regression result in the previous section and the hypothesis about the nega-

tive impact of tourism on poverty can be confirmed in the Vietnamese provinces over the study 

period.  

 

Figure 2. The correlative graph between Poverty and Tourism 
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Source: Author calculated from research data 

 

 

CONCLUSION AND POLICY IMPLICATIONS 

Our paper maybe is the first quantitative study using the provincial data to examine the impact 

of tourism on poverty in Vietnam, a new emerging tourism market. Unlike previous studies, our 

research uses a new database collected from 61 provinces in the period 2010-2018. The cointe-

gration test shows the existence of a long-term relationship among the variables including poverty, 

tourism, labour force, FDI and education in the provinces in Vietnam. Meanwhile, the panel esti-

mated result confirms a negative and significant impact of tourism on poverty during the study 

period. Furthermore, labour force and education also have a negative and significant effect on 

poverty. However, although the coefficients of FDI are a negative sign which implies a negative 

effect of FDI on poverty, however, the results are not significant.  

Following our research results, policymakers need to expand the tourism sector as a key tool 

to reduce the poverty rate of households in the future. Besides, the expenditure from foreign tour-

ists can be considered as the direct export of the economy, which also can support economic 

growth. Furthermore, the multiplier mechanic helps to bloom tourism revenue on the aggregate 

demand and increase the total yield of the economy. Totally, tourism is a good way to reduce pov-

erty in the long-run. Nextly, policymakers need to continue to efficiently use the labour force, edu-
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cation and foreign investment inflows to decrease poverty. These solutions can help to curb and 

reduce poverty in Vietnam in the future.  
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 Purpose: The paper describes the relations between non-uniformity 

of incomes and possibilities of influencing their diversification 

through the fulfilment of the redistributive character of taxes. The 

purpose of this paper is to examine the redistributive function of 

corporate tax and to assess its progressive character. Methodology: 

The investigated redistribution function of the selected tax is the 

analysis of calculations of tax progressivity rate (according to the 

methodology of M. Kakinaka and R. Pereira, 2007) and Gini coeffi-

cients. A cluster analysis evaluates the relation between the pro-

gressivity level of the selected tax, the Gini coefficients and selected 

macroeconomic variables. Approach: The rate of tax progressivity is 

determined by the tax progressivity index, which is reflected in the 

level of tax incomes in the period of 2007–2018. The object of 

interest (corporate income tax) is examined in the EU-28 Member 

States. We applied the mathematical methods in Excel and R envi-

ronment by using cluster, NbClust, nFactors, ggdendro and rgdal 

packages. Findings: The tax progressivity of the corporate income 

tax can be considered to be progressive in the EU-28 during the 

reported period. The examined tax has the potential to affect the 

level of income inequality and thus, by its nature, impact the income 

diversification. The absolute values of corporate tax incomes in the 

EU-28 are among the lower, which may, in conjunction with other 

exogenous variables, partially disrupt the character of this tax. The 

results of empirical research shows that countries have more often 

serious income inequalities which are not sufficiently balanced by 

either a system of benefits and transfers, nor by collection of tax 

incomes. 
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INTRODUCTION 

The inefficient distribution of income among the economic units is one of the reasons for mar-

ket mechanism’s failure, mainly due to the existence of imperfect competition, the existence of 

externalities as a side effect of production, the existence of public goods and the asymmetry of 
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information. Due to the unequal income differentiation, the role of a state, in the context of its po-

litical and ideological choices, is to impact and in particular, to reduce the income differences. The 

tax system is an instrument through which the collective expenditures are paid, e.g. in the form of 

supporting the low-income groups of the population. The role of taxes expanded in the 1960’s. At 

that time, the public interest in taxation with the aim of achieving the economic growth has shifted 

to a new aim of efficient and fair distribution of incomes. In the context of redistributive effects of 

taxes, the public perceives the transparent-and-compare approach, which is the use of tax policy in 

the context of unequal income differentiation (Lambert et al., 2011). 

The critical is what taxes a country uses to achieve the public revenues. In general, it can be 

agreed that the EU Member States have approximately the same structure of direct taxes.  Howev-

er, the way of income distribution in society points to differences not only between the countries 

but also between periods and that is due to several reasons. I. Joumard et al. (2012) summarized 

the specificities of the public revenues’ redistribution into three aspects, namely the size of col-

lected taxes and provided transfers, their combination with other factors and the progressiveness 

of each component separately. The authors stated that some countries with a relatively simple tax 

and social system (such as Australia) achieve the same redistribution effect as countries character-

ized by much more complex tax system, with higher collected taxes and provided transfers (such as 

Germany). 

The paper describes the relations between non-uniformity of incomes and possibilities of influ-

encing their diversification through the fulfilment of the redistributive character of taxes. The pur-

pose of this paper is to examine the redistributive function of corporate tax and to assess its pro-

gressive character. The analytical part is divided into sections with the main objective to test the 

hypothesis:  

 

H1: The progressive character of corporate tax incomes represents a factor influencing the redis-

tribution of incomes.  

 

 

1. LITERATURE REVIEW 

The redistributive effects of taxes are determined by individual types of taxes differently, de-

pending on the taxation progressivity (Kubatova, 2010). While the individual income tax (hereinaf-

ter referred to as “FO”) and property taxes are generally understood to be progressive, in case of 

the corporate income tax (hereinafter referred to as “PO”), the progressiveness of taxation is U-

shaped (the regressive character for small and large PO and progressive character for medium-

sized PO) (Prasad, 2008). The more this tax is constructed as progressive, the more it fulfils the 

redistributive function. Its progressive character is not definitive. It is often influenced by the 

amount of statutory tax rate, e.g. in Syria, progressive rates are in the range of 10-28 % depending 

on the specific type of business, in the United Arab Emirates it is in the range of 50-55 % for gas 

and oil trading companies. (Deloitte, 2018). The taxation progressivity does not need to be only the 

part of tax rate, but can also function through tax deductions. The corporate income tax also exists 

in a regressive form, where it is associated with measures that lead to implementation of a regres-

sive tax element, e.g. in the form of determining the social security payment. 

W. Li and P. Sarteho (2004) examined the change of taxation progressivity associated with the 

adoption of The Tax Reform Act of 1986 in the USA. Their research was based on narrative anal-

yses. The change in tax progressivity led to a change in income diversification, when the Gini coef-

ficient dropped by 4 percentage points compared to the previous period. A similar research was 

carried out by C. Weller (2007). D. Duncan and K. Sabirianova (2008) have shown that a higher tax 

progressivity can cause, under certain conditions, an increased inequality in income distribution. 

One way of observing the companies’ taxation progressivity is to tax their capital income (Piketty 

aand Saez, 2007; Harberger, 1962). If the tax rate is set at an appropriate level, it encourages the 

company to take risk and expand the business sector, but at the same time, such tax creates an 
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ineffective lock-in effect. L. Burman and D. Moynihan (2011) showed that 94 % of the tax relief 

value provided for capital income in the US benefited the upper quintile of the society. Similar con-

clusions were shown by P. Diamond and E. Saez (2011). A. Harberger (1998, 2008) conducted 

microsimulations in an open economy where the capital could freely flow across international bor-

ders. The high mobility of capital, supported by an increasing globalization, has influenced the 

growth of taxable income and tax burden. In the open economies, the growing tax burden has been 

completely shifted to the labour sector in the form of lower wages. The corporate tax thus lost its 

progressive character. The redistribution effect of tax is disrupted in today’s open and globalized 

economies. Similar findings have been made by R. Birt and E. Zolt (2006), according to which the 

redistribution effects of taxes are the most weakened in developing countries. 

The rate of income inequality can be determined by several techniques, such as the Lorenz 

curve, the Gini coefficients, the Robin-Hood index, the Atkinson index, the Kuznets curve, respec-

tively the non-robust indicator of income inequality coefficient S80/20 (Labudova, Vojtkova and 

Linda, 2010). A higher rate of tax progressivity reduces the income inequality observed by the Gini 

coefficient. The approximated Gini coefficient has a significantly lower impact (Weller, 2007). The 

impact of the redistribution role of taxes, in the form of observing the tax and public expenditure 

policies, was analysed by J. Martinez-Vazquez, V. Vulovic and B. Vulovic (2014) in 150 developing 

and developed countries during 1970-2009. Progressive taxes led to a decrease of income ine-

quality, observed through the Gini coefficient. The countries with higher income inequality relied 

more on direct tax revenues, while their increase led to a decrease in income redistribution ine-

quality. This effect has diminished in open and globalized economies. An important role in explain-

ing the income inequality is also played by a set of external socio-economic factors, such as popu-

lation growth, age structure of population, growth of GDP per capita, unemployment rate, extent 

and rate of corruption, level of education, what was emphasized by e.g. S. Gupta, Davoodi and 

Alonso-Terme (2002) or B. Milanovic (2006). 

 

 

2. RESEARCH OBJECTIVE, DATA AND METHODOLOGY 

The objective of the analysis is to examine the rate of corporate income tax progressivity by us-

ing the tax progressivity index over the period 2007–2018. The analytical part of the paper is di-

vided into three sections that complement each other. The object of interest is examined in the EU-

28 Member States in order to test the hypothesis: The progressive character of corporate tax in-

comes represents a factor influencing the redistribution of incomes. How does the tax system 

change the final distribution of incomes in society? The observation of income diversification in the 

form of examining the standard of living is often carried out through the GDP per capita indicator 

(Eurostat, 2020). However, this indicator does not provide sufficient information on income distri-

bution or non-monetary factors. The redistributive role of taxes is therefore examined through a 

global tax progressivity. The greater the share of this tax to GDP is, the greater is its potential im-

pact on income redistribution. This is monitored by the Gini coefficients before and after the ad-

justment by the social transfers and benefit system (Weller, 2007; Duncan and Sabirianova, 

2008). The first section of the paper’s analytical part describes the values of Gini coefficients in 

the countries under review. The Gini coefficient expresses how much the country’s income distribu-

tion deviates from a totally perfect and equal distribution. The Gini coefficient is derived from the 

Lorenz curve. It captures the area between the Lorenz curve and the hypothetical line of absolute 

equality. The Gini coefficient equal to 0 represents a perfect distribution of income, the Gini coeffi-

cient equal to 100 represents a complete inequality of income distribution.  

The second part of the paper’s analytical part evaluates the tax progressivity index. The rate of 

tax progressivity is determined based on the Lorenz curve. The higher degree of tax progressivity 

has always a positive impact on income diversification, which is monitored through the tax pro-

gressivity index (Kakinaka and Pereiro, 2006). The impact of tax changes and income distribution 

is captured in their ratio to GDP. Approaches to determine the global tax progressivity require 
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knowledge of the income distribution of the tax burden in society. A different approach is proposed 

by M. Kakinaka and R. Pereira (2006). The authors eliminate the disadvantage of quantifying the 

global tax progressivity indicator, resulting from an insufficient database and they introduce the tax 

progressivity index, which is based on the relative volatility of tax revenues. The index of tax pro-

gressivity is determined by the following relation: 

 
 

(1) 

where,  represents the variation coefficient of tax revenues in the period t,  is the variation 

coefficient of GDP in the period t. The tax system is progressive if the value of the variation coeffi-

cient of tax revenues is higher than the value of the variation coefficient of GDP in the period t. The 

tax system is regressive if the value of the variation coefficient of tax revenues is lower than the 

value of the variation coefficient of GDP in the period t. If the variation coefficients are equal, it is a 

proportional tax system in the period t. 

The third section of the paper’s analytical part focuses on the assessment of the progressive 

character of corporate tax revenues, in combination with other measurable quantitative indicators 

through the categorization of the EU-28 countries. The selected indicators are: 

 the index of tax progressivity of corporate tax revenues determined by the methodology of  Ka-

kinana and Pereira (2006), referred to as Progresive,  

 the Gini coefficient before adjustment by the system of benefits and transfers, determined in 

the range <0-100>, referred to as Gini_Before,  

 the Gini coefficient after adjustment by the system of benefits and transfers, determined in the 

range <0-100>, referred to as Gini,  

 GDP growth per capita in % of the previous year, referred to as Growth,  

 GDP per capita in EUR, referred to as GDP,  

 Unemployment rate in %, referred to as Unempl. 

 

The resulting cluster analysis includes three selected variables which have been identified as 

suitable for clustering of countries, based on the KMO criteria. These variables include the pro-

gressivity of corporate tax revenues (Progresive), the Gini coefficient benefits and transfers 

(Gini_Before) and the resulting Gini coefficient after transfers (Gini). Along with these variables, 

there are also other stated variables and the share of corporate tax revenues on GDP (CTR) evalu-

ated in interpreting the results. Data standardization is used with the aim to eliminate possible 

deflections due to the inconsistency of input variables. The Euclidean distance is used to deter-

mine the distance between individual countries. The distance (DE)) is determined by the relation-

ship between the i-th and j-th object X as follows: 

 

  (2) 

G. Milligan and M. Cooper (1985) made a comprehensive comparison of hierarchical agglom-

erative methods. They consider the Calinski and Harabasz algorithm, the Duda and Hart algorithm 

and the C-index to be effective clustering methods. The determination of optimal number of clus-

ters is determined through the algorithms TraceW index (in hierarchical procedures), the Rubin 

index, the Ball index and the Gap index. A dendrogram is a graphical representation of the hierar-

chical clustering. The k-averages method is used to determine the similarity of objects based on 

the non-hierarchical clustering because individual objects are characterized exclusively by quanti-

tative variables. The Hartigan and Wong, the McQueen, the Lloyd and the Forgy algorithms are 

used. The Table 1 provides the information on the algorithm used, the method of determining the 

optimal number of clusters, the critical value level and the optimal number of clusters. 
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Table 1. Determination of optimal number of clusters according to selected algorithms 

 

Algorithm Optimal number of clusters Value_Index 
Number of 

clusters 

TraceW index 
The maximum value of absolute second differences between 

index levels 
6.1169 4 

Rubin index The minimum value of second differences between index levels -0.1884 4 

D-index 
The minimum value of second differences 

 
4 

Source: Authors’ own elaboration 

 

 

The data base of the EU-28 Member States’ sample is obtained from the Eurostat databases. 

The corporate tax revenues are examined in Excel through mathematical methods. The cluster 

analysis is performed in the R environment, using the packages cluster, NbClust, nFactors, 

ggdendro and rgdal. 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 Analysis of income inequality 

The left scale of the graph defines the score – the value of the Gini coefficient difference be-

fore and after providing the social benefits and transfers, in the years 2007, 2009 and 2018. The 

right scale of the graph defines the bar marking. It shows the average values of the Gini coefficient 

and the total social benefits and transfers in the country. Uncoloured parts of the bars show the 

resulting Gini coefficient (Figure 1). 

 

 

 

Figure 1. Average value of the Gini coefficients 

Source: Authors’ own elaboration 

 

 

The Gini coefficient before providing benefits and transfers (Gini_Before), as one of the indica-

tors of income inequality rates, increased slightly in the EU-28 in years 2007–2018, from 47.48 

(2007) to 50.14 (2018). The average values are recorded in the range from 46.95 (2007) to 

50.47 (2014). The maximum level of the coefficient was recorded in Greece at 60.60 (2013) and 

the minimum level was recorded in Cyprus at 37.30 (2007). The below-average values of the coef-

ficient were observed in Austria, Belgium, the Czech Republic, Finland, Malta, the Netherlands, 

Slovakia and Slovenia. It can be assumed that the income inequality among the population within 
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the EU-28 is the lowest in these eight countries. The value of the adjusted Gini coefficient (Gini), 

with the EU-28 average at 29.92, ranged from 29.68 (2007) to 30.43 (2014). The maximum level 

was recorded in Lithuania at 38.90 (2007) and the minimum level was recorded in Slovenia at 

22.70 (2009). The below-average values were observed in Austria, Belgium, the Czech Republic, 

Denmark, Finland, Malta, the Netherlands, Slovakia, Slovenia and Sweden throughout the entire 

period. The system of social benefits and transfers is an important way of reducing the income 

inequalities. The number of countries with the income inequality below the EU-28 average has in-

creased by Denmark and Sweden, based on the transfers and social benefits provided. On the 

contrary, the smallest difference between the coefficients was recorded in Cyprus.    

According to the comparison, we can claim that the countries have more often the serious in-

come inequalities that are not sufficiently offset even by a system of benefits and transfers. Alt-

hough the system of benefits and transfers is increasingly focused on income redistribution, the 

outputs are not sufficient to offset the increasing income inequality. Similar findings are shown by 

H. Immervoll and L. RIcharson (2011). 

 

 

3.2 Analysis of the tax progressivity index  

The following table shows the results of the calculation of the tax progressivity index for se-

lected types of taxes in individual countries, determined as an average of values (Table 2). 

 

 
Table 2. The tax progressivity index within selected types of taxes 

 

Country 
Indirect  

taxes 

Value 

added tax 

Excise 

taxes 

Direct 

taxes 
Individual income tax Corporate income tax 

AT 1.150 1.119 0.781 1.309 1.282 1.887 

BE 1.216 0.974 1.146 1.413 1.353 2.320 

BG 1.073 1.020 1.045 1.040 1.315 1.935 

HR 1.610 1.807 3.365 2.481 1.765 6.712 

CY 1.608 1.622 2.284 1.593 5.529 1.362 

CZ 1.855 1.839 1.172 1.138 1.205 1.556 

DK 0.906 0.809 0.954 1.721 1.754 2.732 

EE 1.261 1.281 2.123 1.366 1.243 1.912 

FI 1.961 1.856 2.119 1.339 1.464 3.938 

FR 1.614 1.090 2.277 2.162 2.201 2.960 

DE 0.920 0.995 0.581 1.522 1.369 1.871 

EL 0.415 0.811 0.814 0.456 0.772 2.449 

HU 1.786 1.986 0.735 3.440 3.153 6.378 

IE 0.687 0.701 1.054 0.703 0.577 1.412 

IT 3.019 2.562 8.063 1.897 2.667 7.975 

LV 1.547 1.674 0.940 1.568 1.245 3.543 

LT 0.965 1.030 1.068 2.316 2.129 2.983 

LU 0.944 1.280 0.705 1.171 1.543 0.494 

MT 0.810 0.945 0.796 1.165 1.174 1.173 

NL 1.324 1.236 1.543 1.761 1.768 5.011 

PL 0.870 0.741 0.956 0.917 1.075 1.045 

PT 2.131 2.582 3.102 3.808 5.543 3.616 
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RO 1.301 1.184 1.534 1.344 1.451 1.659 

SK 1.047 1.132 0.642 1.752 1.456 2.331 

SI 1.391 1.223 2.671 1.873 1.177 7.638 

ES 3.439 4.895 1.557 3.470 1.052 11.802 

SE 0.967 1.062 0.561 0.930 0.929 1.169 

UK 1.301 1.481 0.913 0.875 0.857 1.108 

Authors’ notes: the grey colour in the category of direct taxes shows their progressive character  

Source: Authors’ own elaboration 

 

 

From the point of view of the tax progressivity index of direct taxes, their development is moni-

tored in two ways: separately for the individual income tax, where literature assumes its regressive 

character and separately for the corporate income tax, where literature assumes its progressive 

character. However, this fact may be disrupted by exogenous factors. In less open economies, 

there is a risk of shifting the tax burden from corporate income tax to mobile factors, in particular 

to labour, by which the tax loses its progressive character. When evaluating the income generated 

by individual income tax separately, their regressive character is present only in four Member 

States, namely in Greece, Ireland, Sweden and the United Kingdom. In the EU-28, there is a higher 

tax progressivity in the corporate income tax. From the point of view of the tax progressivity index 

of indirect taxes, both progressive and regressive developments are documented. In the case of 

VAT and excise taxes, the tax burden is expected to be passed on to customers. These taxes are 

due to their lower consumption burden predominantly of regressive character (although the ex-

emption of lower tax rates on basic commodities leads to a decrease of VAT regression and vice 

versa, in the case of excise taxes on luxury commodities, it is assumed their progressive charac-

ter). In the EU-28, there is recorded a higher VAT progressivity in 21 Member States. A higher tax 

progressivity is also recorded in excise taxes. The effect of excise taxes varies according to their 

use on luxury goods or goods of basic consumption and on consumer preferences.  

According to OECD (2012), the redistributive effect of taxes varies in individual countries less 

than indicated by large differences in the ratio of selected tax revenues to GDP. Some countries 

with higher tax rates report low tax progressivity and that is due to three main reasons: the tax mix 

favours excise taxes and social security contributions instead of more progressive individual in-

come taxes; the progressiveness of tax rates is limited for most tax categories; and the legal pro-

gressivity of taxation weakens the tax expenditures that are most used by high-income economic 

groups. 

 

 

3.3 Cluster analysis 

According to the D-index, the TraceW index and the Rubin index algorithms, there were deter-

mined four clusters that represent the optimal number of clusters. The EU-28 countries were 

grouped based on the variables assessing income inequality and on the analysis of development of 

tax progressivity rate of individual types of taxes. The map visualization shows the results of cluster 

analysis (Figure 2). The values of average variables for individual indicators in each cluster are 

shown in the table (Table 3). 

 



 

Slavomíra Tahova and Anna Banociova /  

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 57-67 

 
64 

 

Figure 2. Cluster map EU-28 

Source: Authors’ own elaboration 

 

 
Table 3. Categorization of EU-28 based on clusters and indicators examined 

 
Countries cluster 1 cluster 2 cluster 3 cluster 4 

HR, HU 

AT, BE, FR, DE, IE 

BG, EE, LV, LT, PL, RO, 

EL, IT, PT, ES 

CY, CZ, MT, SK, SI, 

FI, LU, NL 

DK, SE, UK 

Progresive 1.002 1.482 1.474 2.049 

Gini_Before 50.23 50.53 44.16 52.65 

Gini 28.68 33.98 26.65 28.13 

CTR 2.13 % HDP 2.08 % HDP 3.33 % HDP 2.74 % HDP 

Growth 1.32 % 0.95 % 1.74 % 1.15 % 

GDP_PC 27,981.45 EUR 14,033.94 EUR 29,922.96 EUR 38,425.32 EUR 

Unempl 8.86 % 11.73 % 7.62 % 6.77 % 

Source: Authors’ own elaboration 

 

 
The highest index of tax progressivity of the corporate income tax is recorded in cluster 4, 

made up of three countries. The index level is 2.04. As a result of the methodology used to calcu-

late this index, the corporate income tax in these countries can be considered as progressive. The 

progressive character is also supported in other clusters (although the minimum value in cluster 1 
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reaches a level of only 1.002, which is to say about its proportional character). T. Hayes and D. 

Vidal (2005) assessed the relationship between the value of corporate tax revenues and income 

inequality. The authors confirmed that individual countries are able to influence the income ine-

quality of different economic groups through a fiscal policy and through the tax system. The coun-

tries with higher levels of provided aid in the form of benefits and transfers system have a lower 

level of income inequality through higher tax revenues. The negative correlation between the Gini 

coefficient and corporate tax incomes in relation to GDP is proven in all clusters based on the as-

sumptions set.  

The maximum level of average corporate tax revenues to GDP is recorded in cluster 3 at 3.33 

% of GDP with the performance of economies at 29,922 EUR and the highest average economic 

growth (1.74 %). Fiscal policymakers have claimed many times that they are facing a compromise 

between an economic growth and an even distribution of income. T. Rhee (2012) believes that 

there is a negative relation between progressivity of tax incomes and economic growth. Similarly, 

according to J. Ostry et al. (2014), the income inequality leads to a low and unsustainable econom-

ic growth. The correlation between income inequality and economic growth is sceptical from the 

literature point of view. The economic theory inclines to believe that the more aggressive income 

redistribution, usually through more progressive income taxes, leads to a lower economic growth. 

L. Dao and T. Van Binh (2013) believe that the progressivity of tax incomes is beneficial for reduc-

ing inequality and income diversification, as it causes an increase of GDP. P. Hong et al. (2014) 

observe a positive correlation between a development of the Gini coefficient and economic growth. 

According to them, this is partially driven by tax revenues. This fact is confirmed only in the case if 

the Gini coefficient does not increase above the level of 42. Under certain circumstances, the in-

come inequality may exist in conjunction with higher economic growth, but only if the level of in-

come inequality is low. The lower income inequality associated with the higher economic growth is 

recorded in cluster 3. The higher income inequality associated with the lower economic growth is 

recorded in cluster 2. There is a positive correlation between income inequality and unemployment 

rate (e.g. Sharpe and Zyblock, 1997 or Cysne, 2004). The higher unemployment rate associated 

with the higher inequality rate is reported in cluster 2. The results of this relation are evaluated in 

the literature also by an alternative approach. A positive correlation between mentioned indicators 

was demonstrated by R. Aaberge et al. (2000). The authors claim that in a period in which the un-

employment rate has risen sharply due to the exogenous factors in the countries, the standard 

income inequality rate determined by the Gini coefficient was surprisingly stable. The reason for 

this stability was a system of increasing social benefits and transfers in unemployment, which neu-

tralized the unequal distribution of income. 

 

 

CONCLUSION 

In the case of the tax system assessment from the point of view of the fairness of taxes, it is 

legitimate to monitor how the tax system changes the final distribution of income in society. In par-

ticular, the Gini coefficient is observed in this paper to compare the income inequality between the 

EU-28 Member States, although of course, the income inequality has many other dimensions. 

Based on the analysis carried out in the EU-28 Member States, the progressive character of the 

corporate income tax has been proven in almost entire monitored period in almost all countries.  

The corporate income tax, assessed through the tax progressivity index, has a potential to impact 

the level of the income inequality by its progressive character. It is important to add that its pro-

gressive character may be partially disrupted in conjunction with other exogenous factors. On one 

hand, based on the above stated findings and relations, this tax has a potential to affect the level 

of income inequality and thus, by its redistributive character, impact the income diversification. On 

the other hand, the absolute values of the corporate tax incomes in the EU-28 Member States are 

among the lower, which may, in conjunction with other exogenous variables partially disrupt the 

character of this tax. In order to assess the redistributive role of the corporate income tax, a cluster 
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analysis was carried out. The analysis assessed the similarities between the EU-28 clusters accord-

ing to the progressivity of corporate income tax and selected variables reflecting the country’s in-

come redistribution. It has been shown that countries with a higher level of aid in the form of a 

system of benefits and transfers, in combination with higher tax revenues flowing into national 

budgets, not excluding the corporate income tax, report a lower level of income inequality. Based 

on the set assumptions and analysis carried out for the examination of the progressive character 

of corporate taxes, the assumption of the hypothesis that the progressive character of corporate 

tax incomes represents a factor influencing the redistribution of incomes, can be considered as 

confirmed.  
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 The purpose of this article is the evaluation of competitive positions 

of Ukraine, Poland and Russia based on the economic competitive-

ness index at the global level and comparative analysis of the medi-

cal institutions' competitiveness indicator in these countries as one 

of the key indicators of the global ranking. To achieve this goal, the 

ranking method, the method of generalization, as well as systemat-

ic, comparative and statistical analysis were chosen. The research 

showed that according to the Global Competitiveness Index in 2016-

2017, the Polish economy ranked 36th, the Russian economy - 43, 

and the Ukrainian - 85th place in the world ranking. According to the 

“health and primary education” indicator, Poland ranked 38th, 

Ukraine ranked 54th, and Russia ranked 62nd among all countries 

participating in the ranking. More dipper analysis of activity indica-

tors of health care institutions in Ukraine, Poland and Russia 

showed that Poland is a leading country based on the set of key 

indicators, that show the health care systems' competitiveness 

level, Ukraine took the second place and Russia is in outsider’s 

group. The research showed the importance of  effectiveness' eval-

uation of the health care institutions’  activity, because this help not 

only rank countries in the middle of the statistical sample but also 

focuses on stronger countries achievements, implement their expe-

rience, skills and good practices and help those healthcare institu-

tions that occupy the top positions in the domestic markets not stop 

on current level. 
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INTRODUCTION 

In the modern world increasing competitiveness is an important task for private business and 

countries as well. The transformation processes in the economy have gained high speed. The facts 

show that the variability of business conditions can both raise the competitive position of the busi-

ness and rapidly lower them in a single moment. All depends on competent management’ respon-

siveness on market changes. There is similar regularity in the estimation of global competitiveness, 

where ranking not only individual enterprises or industries but the whole economies. The success 
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of the country in competition in the global market depends on the success of their enterprises' 

potential realisation. The key factors that can lead to sustainable economic growth in the long term 

are, first of all, reforms, proper investment, progress in various fields and a willingness of staff to 

mobilize resources, time and efforts for the benefit of their citizens. These factors are equally im-

portant for all country types: developed, with transition economies and developing countries. 

 

 

1. LITERATURE REVIEW  

According to the key global competitiveness indicators, one of the basic characteristics goes to 

the healthcare sector. This field is rather ambiguous in view of the specificity of the medical ser-

vices market, since the implementation of the market into medicine is only possible by presuppos-

ing at least three implications: (a) the patient as consumer, (b) medical care as commodity, (c) 

competitiveness as criteria for good medicine (Maio, 2008). In fact, first of all the pharmaceutical 

sector (Kanavos, 1998) is best suited to such characteristics, as one of the many elements of the 

healthcare industry, because ill customers (patients) automatically become consumers, and medi-

cines play the role of goods (albeit specific), and the competitiveness of pharmacists can be easily 

seen on the shelves of pharmacies. However, more and more scholars and practitioners believe 

that the health care industry has become the focus of international investment (Tsai and Lin, 

2012). And here we are talking about the whole health care system. Medical tourism also enhanc-

es the investment attractiveness of the healthcare sector. The leading countries in the field of 

medical tourism are the USA, Germany, Israel, Switzerland, Canada, the Netherlands. European 

Union countries such as Greece, Poland, Czech Republic, Slovakia (Zoltaszek, 2014), Latvia (Beh-

mane and Rutitis, 2018) actively engage in medical tourism market, as well as Russia (Ziganshina, 

2018), Korea (Byung and Sam-Hun, 2018; Junio et al., 2017) and some other Southeast Asia 

countries, including India, Thailand, Singapore, Malaysia, and the Philippines (Bajgier-Kowalska et 

al., 2016). The ever-increasing number of participants in the medical tourism market is driving 

international competition (Kankaanpaa et al., 2011; Glennerster, 1998; Rice et al., 2000). Medical 

institutions are forced to fight for their competitive advantage not only by nominally fulfilling the 

international health system requirements set out in the Directive 2011/24/EU (Kovac, 2013) or 

other regulations in force in each country. Medical institutions are also should offer their patients 

better medical services (Bris et al., 2016; Kister, 2018) by improving the professional skills of med-

ical staff, providing medical tourism counseling, forming service complex, providing follow-up ser-

vices, ensuring medical security for each type treatment, keeping ethical issues and patients' 

rights, improving the health care management system, modeling the brand of health care services, 

and more. Achieving these competitiveness enhancement methods is possible through the usage 

of various service technologies in healthcare facilities, regular evaluation of the quality of medical 

and organizational-administrative processes (Pashkus et al., 2017; Yaghoubi et al., 2017; Bajgier-

Kowalska et al., 2016), as well as through the assessment of material, financial (Klapkiv, 2016; 

Klapkiv et al., 2017) and staff providing. 

 

 

2. AIMS 

The purpose of this article is to evaluate the competitive position of Ukraine, Poland and Rus-

sia in terms of economic competitiveness at the global level and to conduct a comparative analysis 

of the medical institutions’ competitiveness in these countries as one of the key indicators of the 

global ranking. To achieve this goal, 2 sections were formed in the article. In the first was examined 

the essence of the global competitiveness indicator and researched the rating positions for this 

indicator for different countries of the world (including for Ukraine, Poland and Russia - as the 

countries selected for this study). The second section provides a more in-depth analysis of key in-

dustry indicators broken down into 5 groups (demographic assessment, use of processes and ser-

vice technology, material supplying, financial supplying, staffing) and characterizing the activities of 
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healthcare institutions in Ukraine, Poland and Russia. Such a breakdown allowed rating of health 

institutions in Ukraine, Poland and Russia among themselves and identifying key success factors 

of stronger countries. This will allow them to learn from their experience, skills and current "good 

practices" that are mentally close to the countries analyzed, and therefore easier and more natural 

to follow. 

 

 

3. MATERIALS AND METHODS 

The Global Economic Forum's Global Competitiveness Index data, which takes into account the 

complexity of economic processes and represents a weighted average of more than 100 different 

components, was used to analyze the global competitiveness of countries. The data from the 

Human Development Reports published by the United Nations Development Program were used 

for comparative assessment of human development indicators in the health sector in Ukraine, 

Poland and Russia. The estimation of GDP by type of economic activity was carried out based on 

data presented in the statistical yearbooks of the researched countries. For comparative 

evaluation of the activities of medical institutions of Ukraine, Poland and Russia in terms of 

demographic assessment, use of processes and technology of service, level of material security, 

level of financial security and staffing, the data of the European database "Health for all" were 

processed. The method of generalization, as well as systematic, comparative and statistical 

analysis,  were used in the elaboration of the materials for the article, in particular in the study of 

the indicators of the evaluation of the health care system in Ukraine, Poland and Russia; the 

ranking method was used to assess the level of health systems competitiveness. The ranking 

method is chosen to assess the level of competitiveness of health care systems, that gave the 

possibility to compare the subject matter with a group of competing countries and to determine its 

place in a competitive environment. Although this method does not contain fundamental 

mathematical calculations, it is suitable for establishing the position of the leading country in the 

results of medical institutions from among the generated statistical population. 

 

 

4. CONDUCTING RESEARCH AND RESULTS  

 

4.1. Global competitiveness as an impetus for the development of countries  

A global study of the competitiveness level and ranking of countries by economic 

competitiveness is conducted by the World Economic Forum, which, since 1979, reflects this data 

in the Global Competitiveness Report every year. The main purpose of the Fund was to enable 

countries to learn from each other's experiences and learn new practices for their growth (Ukraini-

an Regions’ Competitiveness Report, 2013). In the Global Competitiveness Report, countries are 

ranked by the Global Competitiveness Index, which takes into account the complexity of economic 

processes and represents a weighted average of over 100 different components, each reflecting 

one aspect of competitiveness. All of these indicators are grouped into 12 key components of 

competitiveness, which are closely interrelated and can contribute to both strengthening and mu-

tually reinforcing(The Global Competitiveness Report 2016–2017): 

А. Basic requirements subindex – key for factor-driven economies: 

1. Institutions; 

2. Infrastructure; 

3. Macroeconomic environment; 

4. Health and primary education; 

B. Efficiency enhancers subindex – key for efficiency-driven economies: 

5. Higher education and training; 
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6. Goods market efficiency; 

7. Labor market efficiency; 

8. Financial market development; 

9. Technological readiness; 

10. Market size; 

C. Innovation and sophistication factors subindex – key for innovation-driven economies: 

11. Business sophistication; 

12. Innovation. 

 

All components of the Global Competitiveness Index are of some importance to all economies 

in the world, but they may have different effects on the level of development of different countries. 

That’s why economic growth was delimited in 3 stages of development: 

 Countries with factor-oriented economies that compete with each other at the expense of 

resources (labour and minerals).  

 Countries where economic growth depends on their effectiveness. In such economies, the key 

to success is the introduction of more efficient production processes and improved product 

quality.  

 Countries with innovation-oriented economies. This stage of country development is 

characterized by the fact that new or unique types of products, services, models or processes 

are the basis of their competition.  

 

In 2016-2017, the ranking of countries by the Global Competitiveness Index was formed 

among 138 economies in the world. However, since the subject of the study in this article is the 

competitiveness of Ukraine and two neighbouring countries - Poland and Russia, only these three 

countries are evaluated below.    Considering that according to the classification of countries based 

on the stages of development, Ukraine was assigned to the countries whose activity is focused on 

the efficiency of economies (the second stage of development), while Poland and Russia - to the 

countries in transition process which are between the second to the third stages of economic 

development, the Ukrainian economy ranked 85th in the world rankings, and Poland and Russia 

ranked 36th and 43rd respectively. Switzerland, Singapore, the United States, the Netherlands, 

Germany, Sweden, the United Kingdom, Japan, the Hong Kong Special Administrative Region and 

Finland have been ranked among the world leaders in 2016-2017 by competitiveness criteria. 

Ukraine's relatively low ranking in the world rankings is further explained by the downturn in 

economic activity and rising inflation due to the unresolved military conflict in eastern Ukraine, 

which has severely affected Ukraine's public finances. Moreover, Ukraine lost 6 positions in the 

ranking compared to 2015-2016, while Poland and Russia climbed 5 and 2 positions respectively. 

In order to increase its competitive position, Ukraine should make maximum efforts to, first of 

all, resolve the military conflict in the east of Ukraine, as well as to further intensify the factors that 

enhance the efficiency of the economy, and as much as possible to promote in all sectors of the 

economy highly advanced processes and business models and independently creation and 

introduction the latest technologies. How different will the situation be with regard to the level of 

competitiveness of the countries of the world, if only the factor "health and primary education" is 

taken as the basis? The top ten countries include Finland, Singapore, Belgium, the Netherlands, 

Japan, New Zealand, Iceland, Switzerland, Canada and Australia. Poland was ranked 38th, Ukraine 

ranked 54th, and Russia ranked 62nd among all countries participating in the rating. 

These statistics suggest that the health of Ukrainians is not a deterrent to improving the coun-

try's competitiveness. The workforce has a fairly high level of productivity, which favourably affects 

the success of a business. Therefore, investments in the health care system are sufficient to ac-

celerate Ukraine's entering into the transition economies group between the second (efficiency-

oriented countries) and the third (innovation-oriented countries) stages of economic development. 
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In the same time, deeper conclusions about the health status of individual countries (including 

Ukraine, Poland and Russia) can only be made based on a more detailed analysis of key industry 

indicators. 

 

 

4.2 Competitiveness of medical institutions: a comparative analysis 

In a broad sense, the concept of competitiveness is a universal concept that can be applied to 

any market for goods and services. At the same time, each of the branches of the economy has its 

own characteristics that imprint its features on the formation of a competitive environment within a 

specific industry. The healthcare sector is no exception. I. Tohunov (2005, p.13) quite well de-

scribed the concept of competition in healthcare, he stated that "competition in health care is the 

state and process of relations between the subjects of production and consumption of medical 

services within the specific civilized form of competition between medical workers (physicians) in 

order to achieve the highest degree of satisfaction of the target needs patient". In other words, in 

determining the level of competitiveness of medical institutions, special attention is given to the 

targeted needs of patients (direct consumers of this type of service), which is characteristic of all 

sectors of the economy without exception. G. Maio (2008) more clearly describes the specifics of 

the formation of the health care market, through distinguishing of the 3 preconditions - the exist-

ence of a patient as a consumer of medical services, the existence of medical service as a com-

modity, and competitiveness as an evaluation criterion for good treatment. We believe that the 

conditions given by the author fully characterize the existence of a market in which the existence of 

competition between its participants - medical institutions of different forms of ownership is possi-

ble. In general, the medical sphere (if paid medical services are provided), nevertheless, has only 

peculiar features of its formation of competitive environment: 

 Prices for medical services are not always regulated by the market laws - traditional balancing 

of supply and demand on services. Quite often prices are high even with high demand on a cer-

tain type of medical service. 

 The right to receive a medical service declared by the constitutional law of each state (e.g., Arti-

cle 49 of the Constitution of Ukraine (The Constitution of Ukraine, 1996), Article 68 of the Con-

stitution of the Republic of Poland (The Constitution of the Republic of Poland, 1997), Art. 41 

of the Constitution of the Russian Federation (The Constitution of the Russian Federation, 

1993) and ensure general access to medical services for all citizens of the country, does not 

depend on the cost of the equipment and technology that this right is exercised. Therefore, 

free-market laws are again ignored. 

 Demand for medical services (despite their high cost at times) will always exist in varying de-

grees, since patients will always seek medical help, even in the absence of sufficient savings 

for the treatment they need. 

 The introduction of health innovations does not affect the expansion of markets and the further 

reduction in the price of health care. 

 Poor quality of medical services will not lead to a rapid reduction in the number of applications, 

even if the patient has previous negative experience in receiving medical services. 

 

Assessment of the competitive environment should begin with the overall characteristics of the 

key factors that characterize the health care system's effectiveness in the countries studied. It is 

considered that key performance indicators of the health system are to ensure the life expectancy 

of the citizens (Beztelesna, 2010, p.177). In our opinion, this indicator should be clarified for two 

separate cases - the prognosis of life expectancy at birth and the prediction of life expectancy 

when a person reaches 60 years of age. In addition, these indicators should be supplement with 

infant mortality rates of up to 1 year (as an indicator that is an important characteristic of the over-
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all health and standard of living of the country's population) and an indicator of the share of health 

care expenditures in the gross domestic product (as an indicator that is one of the most important 

indicators of economic development and serves as a major indicator for compatibility with the UN 

system of national accounts).  

According to Human Development Report 2016 the highest life expectancy in 2015 at birth 

was in Poland. However, 77.6 years is lower than the average for countries with very high levels of 

human development (79.4 years). An even more negative assessment deserves an indicator of life 

expectancy at birth for Russian citizens; its level is even lower than that of countries with high 

levels of human development (70.3 years versus 75.5 years). Fairly pessimistic is the fact that for 

each of the estimated life expectancy at age 60 is in the total value lower than life expectancy at 

birth. This means that the new generation in Poland, Ukraine and Russia is estimated to live at 3.9, 

7 and 8.1 years respectively less than the current one. The probability of child mortality from birth 

to reaching the age of one in 2015 in Poland and Ukraine is lower than the national average for 

the respective groups of countries with a positive level of human development. Instead, in Russia, 

this indicator is higher than the average for countries with very high levels of development, to 

which Russia is classified. The mortality rate of children under the age of 1 year reflects, to a 

certain extent, the civility of the population, that is, how parents care about their children and how 

the state protects the health of future generations. In addition, the infant mortality rate also 

partially characterizes the gene pool of parents and their ability to give birth to healthy children. 

Thus, statistics indicate that these issues are not given proper attention in Russia, and this is 

certainly annoying. 

Health care expenditures as a percentage of GDP in 2014 in Ukraine are on 0.2% higher than 

the average for a group of countries with high levels of human development. In the same time in 

Poland and Russia, this indicator is in 3% and 3.8% lower, respectively, than the average for 

countries with very high levels of human development. Such values may be due to the fact that the 

economic indicators of development and progress in the health care system are sufficient for the 

residents of these countries, and that the lack of funds in this area may cause deterioration of the 

nation's health. Consider what proportion of each country's gross domestic product falls into the 

health sector. Due to the lack of information on production and distribution of gross domestic 

product by types of economic activity in the last 2016 in the statistical yearbook of Ukraine, we will 

conduct a comparative analysis by the studied countries for the previous 2015. 

According to Statistical Yearbook of Ukraine for 2016 priority of health care sphere in 2015 for 

Ukraine ranks 12th out of the total of 17 key final goods and services produced in the state for the 

year in all sectors of the economy for consumption, export and storage, regardless of the 

nationality of the factors used production. The total amount of funds in this area is 51.480 million 

UAH, which is 2.6% of the total country’s GDP. For the Polish economy, the state's care for the 

health of its inhabitants is greater, because of the total value of all benefits created in Poland, the 

amount of money that characterizes the indicator of health care and social assistance in the 

overall ranking of benefits has taken 9th place out of 17 key final goods and services specific to 

this country (Statistical Yearbook of the Republic of Poland 2017). In terms of value, this amounts 

to PLN 70.565 million, which is 4.4% of the total GDP. The analysis of the components of GDP in 

Russia showed that for the Russians, health care priority in 2015 ranks 10th out of 14 key end-

products and services specific to this country, accounting for 3.4% of Russia's total GDP (Russian 

Statistical Yearbook 2017). 

Thus, comparing the data on the GDP structure of all three countries, it can be argued that the 

highest importance is given to health care and social assistance in their country by the Polish 

leadership, and, unfortunately, the worst is the situation in Ukraine. This means that in Ukraine, a 

lack of funding in the medical field can cause a deterioration in the health of the entire nation. In 

assessing the level of competitiveness of medical services, prof. Togunov I.O. recommends 

focusing on 6 characteristic traits (Tohunov, 2005, p. 14): 
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 the object of the evaluation is the activity of an organization (medical-preventive institution, 

medical practice, etc.), which provide medical services; 

 service evaluation is related to the quality assessment of the process and service technology; 

 the evaluation of the activity of medical workers should be carried out solely by the consumer 

(patient);  

 assessment of temporal characteristics of medical service provision; 

 evaluation of the service provided for compliance with the quality of service standards 

(conditions and culture of service); 

 evaluation and integration of the subjective opinions of patients who have received a one-off 

medical service. 

 

These criteria broadly characterize the competitiveness of health care services. Unfortunately, 

such metrics cannot be collected from publicly available data. That’s why, in this situation, it is 

more appropriate to use a set of other criteria that will allow evaluation the quality of customer 

service in 5 key areas: equipment; materials and supplies; methods and technologies; personnel; 

atmosphere and environment (Vovk, 2017, p. 254). Both approaches complement each other and 

indicate that to evaluate the success of health care facilities, it is necessary to determine a list of 

key indicators on which to conclude. Moreover, the assessment can be made in time aspect and in 

spatial aspect. Given the limited public statistics, we will conduct a comparative evaluation of the 

activities of medical institutions of Ukraine, Poland and Russia in the 5 categories: demographic 

assessment, usage of service’s processes and technologies, level of material supplying, level of 

financial supplying and staffing (Table 1). As the study period, the last 20 years were selected with 

an interval of 5 years. 

Analysis of the indicators' dynamics by group “demographic assessment” shows that the 

estimated life expectancy of the population of all three countries over the past 15 years is 

increasing, which is estimated positively. Ukraine and Poland recorded an increase of 3.8 years in 

2015 and 5.5 years of growth in Russia compared to the base year 2000 (on this indicator doesn’t 

present information for all three countries in 1995). A similar positive trend is observed in the 

index analysis of this indicator: Poland and Russia are experiencing accelerated growth rates of 

estimated life expectancy from year to year. Only the situation in 2005, when the life expectancy of 

Ukrainians decreased by 0.7%, had a negative dynamics in Ukraine. However, in the following 

periods, this indicator increased, in particular in 2010 life expectancy of Ukrainians increased by 

3.4% compared to 2000, and by 5.6% in 2015 compared to 2000. 

The crude death rate (per 1000 persons) in Ukraine and Russia is higher than in Poland. The level 

of this coefficient in Ukraine ranges from 13.9 to 16.7, in Russia - from 14.2 to 16.1, and in Poland 

- from 9.6 to 10.4, which indicates a much better nature of population reproduction in the last 

country. In addition, data of the table 1 clearly shows that the crude death rate in Ukraine 

exceeded the level of the indicator for 1995 only in 2005 (by 7.7%), and in Poland - in 2015 (by 

7.3%). This proves that overall living conditions and health outcomes in these two countries have a 

positive impact on the population. In Russia, the crude death rate was higher than the 2000 and 

2005 baseline, which causes a lower rank. The crude death rate should not normally be used for 

international comparisons, as it is highly dependent on the age structure of the population being 

compared and may be misleading. However, since countries from groups with very high levels of 

human development and countries with high levels of human development have been selected for 

comparison, we assume that the age structure of the citizens of Ukraine, Poland and Russia does 

not contain serious differences. 
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Table 1. Performance indicators for health care institutions in Ukraine, Poland and Russia 
 

 

Source: prepared by the authors based on European Health for All family of databases, http://www.euro.who.int/ru/data-

and-evidence/databases/european-health-for-all-family-of-databases-hfa-db (access: 17.03.2019) 
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The index of the acute care hospital discharges (per 100 persons) can be estimated from two 

sides. Since acute care hospitals are intended primarily to reduce the severity of the disease 

(injury), protect against exacerbation and / or complication of disease (injury) that may threaten 

the life or normal functioning of the patient, the increase in discharge from this unit indicates that 

physicians managed to complete their tasks. Statistics show that in Poland and Russia, these 

figures are higher than their baseline for the analyzed period. Instead, in Ukraine only in 2010, this 

indicator exceeded the baseline level - 1995. However, a decrease in the number of acute care 

hospital discharges may indicate a decrease in the number of cases where patients are admitted 

to such wards, as well as in the presence of fatal cases, which may merit an extremely negative 

assessment. An average length estimation of patients’ stay in acute care hospitals compared to 

the average length of stay in all hospitals showed that in Ukraine and Poland, patients spend less 

time in intensive care units compared to the length of stay in intensive care units hospitals in the 

country. Moreover, the number of days spent in hospitals in these two countries is decreasing from 

year to year, indicating good medical progress. Instead, there are reversed trends in Russia - the 

average length of stay in acute care hospitals is higher than the average length of stay for patients 

in other hospitals. At the same time, the tendency for reducing the period of hospital stay for the 

last 20 years is positive and indicates the correct organization of the treatment process. 

The level of financial supplying of health care institutions in Ukraine and Russia is significantly 

worsening, because in fact, we talk about the possibility of providing inpatient medical services for 

the citizens, many of which can be provided only with the use of specialized instruments and 

equipment, which make up a significant and integral part production process. The availability of 

hospitals and hospital beds for citizens in these countries has almost halved in the last 20 years. 

In Ukraine, the number of hospitals per 100,000 population in 2015 was 4, compared to 7.2 in 

1995, accounting for only 55.6%. In Russia, this indicator is even worse - in 1995, there were 7.8 

hospitals per 100,000 population, while in 2015 this indicator dropped to 3.5 hospitals, which is 

44.9%. Similar negative phenomena are also observed in terms of the provision of hospital beds to 

the population. Positive changes were observed only in Poland, where the number of hospitals is 

increasing year by year (in 1995 it was 1.9 hospitals per 100,000 population, and in 2015 - 2.8 

hospitals). However, it should be noted that despite the regular increase in this indicator, the 

number of hospitals in Poland in 2015 is lower than in Russia or Ukraine. 

The level of public-sector health expenditure as % of total health care expenditure (WHO 

estimates) in all three countries was just a little bit over 70% in the base period. Only Poland has 

managed to keep this level relatively low; in Ukraine and Russia, in 2015, the share of public-

sector health expenditure as % of total health care expenditure was 2/3 of the base period. This 

means that the population increase has to pay for their own treatment.The indicator of public-

sector health expenditure as % of total health care expenditure shows the current (excluding 

investment/capital expenditures) costs of inpatient facilities (including public and private 

hospitals) for the treatment of acute and chronic illnesses. The level of this indicator in Poland in 

2000, 2005 and 2010 was about 30%. Instead, in Ukraine, since 1995, this indicator has steadily 

decreased from 82% to 32.26% in 2010. The reason for this decline may be both a decrease in 

financial supplying of health care facilities and the shifting of responsibilities for the payment of 

treatment on the shoulders of patients themselves and the preference for outpatient (cheaper) 

treatment by patients.The indicator of the total pharmaceutical expenditure as a proportion of total 

health expenditure in Ukraine over the whole analyzed period is significantly lower than the 

indicator of public-sector health expenditure as % of total health care expenditure, that is positive 

since this fact indicates correct pharmaceutical appointments by doctors. In Poland, these two 

indicators have approximately the same values and do not exceed 33%. Such a correlation 

between the indicators combined with the non-exceedance of both indicators together, 60% of the 

total health care costs, indicates the correct treatment of patients not only in inpatient wards but 

also on an outpatient basis.  
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A special place in the evaluation of the activities of health care institutions is given to staffing 

(Dluhopolskyi et al., 2019). Statistics show that the number of general practitioners (traditionally 

referred to in this group of doctors include therapists or "family doctors") and the total number of 

practitioners, professionally active and licensed doctors providing medical services is the lowest in 

Poland. About half of all physicians work in hospitals. In Ukraine, there are between 300 and 350 

general practitioners per 100,000 population, who are responsible for providing permanent and 

comprehensive health care to the population. Also, at least 90% of them work in hospitals. Most 

general practitioners are in Russia. Healthcare system staffing can be evaluated differently. On the 

one hand, having a sufficient number of qualified doctors within the population is a guarantee that 

you will receive the right treatment. However, on the other hand, a physician's salary is an order of 

magnitude higher than the salary of an average medical staff, which may adversely affect the cost 

of medical care. In highly developed countries, the ratio of middle nursing staff to physicians is 4:1 

(Beztelesna and Pyvovarchuk, 2017, p. 100). 

In order to summarize the data on the performance of health care institutions in three 

different countries, we will rank all quantitative indicators from Table 1 in Table 2. Creation of 

rankings for health care performance indicators will help to highlight the stronger competitive 

positions of individual countries (Afanasiev and Kudrov, 2019, p. 9). In the ranking the following 

principle is used: the lowest score will be given to those countries where the value of the estimated 

indicator is better than that of the competing countries; accordingly, the highest score is the worst. 

After setting the ranking points for the analyzed indicators for each evaluated aspect, it will be 

possible to distinguish the higher competitive positions among the three analyzed countries. 

 

 
Table 2. Ranking of performance indicators for health care institutions in Ukraine, Poland and Russia in 

2015 

 

Indicators Ukraine Poland Russia 

1. Demographic assessment 

Estimated life expectancy (years) 
71,3 

2 

77,5 

1 

70,5 

3 

Acute care hospital discharges (per 100 persons) 
18,4 

2 

16,6 

1 

20,6 

3 

2. Usage of service’s processes and technologies 

Average length of stay, acute care hospitals only (number of days) 
9,9 

3 

6,6 

1 

9,7 

2 

Average length of stay, all hospitals (number of days) 
11,4 

2 

6,9 

1 

11,4 

2 

3. Level of material supplying 

Hospital beds (per 100 000 persons) 
746 

2 

652 

1 

818 

3 

Hospitals (per 100 000 persons) 
4,0 

1 

2,8 

3 

3,5 

2 

4. Level of financial supplying    

Public-sector health expenditure as % of total health expenditure (WHO 

estimates) 

50,8 

3 

71,0 

1 

52,2 

2 

5. Staffing    

General practitioners (per 100 000 persons) 
36 

1 

22 

3 

32 

2 

Physicians (per 100 000 persons) 
350 

1 

227 

3 

331 

2 

Total score 17 15 21 

Final ranking place 2 1 3 

Source: Prepared by authors 
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The data calculated in Table 2 gave a possibility to suggest that, with a set of key indicators on 

the competitiveness of health care systems, Poland is considered to be the leading country in 

terms of the minimum score, then Russia is an outsider. Ukraine ranks second in terms of health 

systems competitiveness. The major positive role in leadership for the Polish health systems was 

played by groups of demographic assessment, usage of service’s processes and technologies and 

financial supplying. The largest among the groups of indicators analyzed are the problems of the 

Russian health care system that lie in the group of demographic assessment and the level of 

financial supplying. 

 

 

CONCLUSION AND DISCUSSION 

Improving the competitiveness of health care facilities and having competitive advantages in 

the provision of health care services and the use of medical practices is of great importance for the 

future development of the healthcare system in any country in the world. Qualitative changes in the 

state of the healthcare system can be achieved by understanding the results of its activities, 

creating conditions for competition, launching mechanisms of civil competition between 

physicians, and by managing the competitiveness of medical institutions and medical practices. 

This study aimed researching of the competitive position of Ukraine, Poland and Russia in 

terms of economic competitiveness at the global level and on conducting a comparative analysis of 

the medical institutions’ competitiveness in these countries, using ranking methods, 

generalization, as well as methods of systematic, comparative and statistical analysis.  

The study showed that according to the classification of countries due to the stages of global 

development, Poland and Russia are in group of countries that are in the process of transition from 

the second to the third stages of economic development (ie these countries are on the way to a 

group of countries with innovation-oriented economy), whereas Ukraine was attributed to countries 

on the second stage of global development (that is, to countries whose activities are focused on 

the efficiency of economies). At the same time, if only the factor "health and primary education" is 

taken in account for global ranking, Poland is ranked 38th, Ukraine ranks 54th, and Russia - 62nd 

among all countries participating in the rating. This distribution allows us to state that despite the 

fact that Ukraine has a level of global development lower than Russia, however, the state of health 

care and primary education in Ukraine has every reason to fight for the highest positions in the 

global ranking. Therefore, we believe that in order to further enhance Ukraine's competitive 

position in the world ranking, it is necessary to pay attention to the country's level of all 3 

components of the Global Competitiveness Index, namely to achieve high positions on the 

subindexes "basic requirements", "efficiency enhancers" and "development and innovation factors" 

potential". In addition, the government should make every effort to disseminate in all sectors of the 

economy highly developed processes and business models that are already widely used in a 

number of countries in the third stage of global economic development, and pay as much attention 

to self-creation and implementation newest technologies.  

A further deeper assessment of the competitiveness of Ukrainian, Polish and Russian medical 

institutions was conducted on the basis of a preliminary study of human development indicators in 

the field of health care and a broader study of the performance evaluation of health care 

institutions in Ukraine, Poland and Russia. The performance of health care facilities was assessed 

in five key categories: demographic assessment, usage of service’s processes and technologies, 

level of material supplying, level of financial supplying and staffing levels over the past 20 years, at 

5-year intervals. The ranking of the above indicators showed that the leading country in the set of 

key indicators is Poland, the second place is taken by Ukraine, and the last - by Russia. Success 

factors for the Polish health care system have been demographic assessment, usage of service’s 

processes and technologies, level of material supplying, level of financial supplying groups. The 

strengths of the Ukrainian health care system were the staffing groups and partly the material 
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supplying indicators, but the financial supplying group and partly the usage of service’s processes 

and technologies group are weak links in the activities of the Ukrainian healthcare institutions. 

Among the groups of indicators analyzed, the biggest problems of the Russian health care system 

lie in the group of demographic assessment indicators and level of financial supplying. 

Results show that the evaluation of the performance of medical institutions is very useful. 

Especially when comparing homogeneous metrics globally. This allows not only to rank countries in 

the middle of a statistical sample group but also to focus on the achievements of stronger 

countries, imbibing their experience, skills and current "good practices" and not stopping at the 

level achieved by healthcare institutions located on top positions in the internal market. 

In addition, the study provides the following recommendations: Firstly, health systems should 

be evaluated on a regular basis, that will allow them to accumulate an array of homogeneous 

information and track key trends through a set of important indicators; secondly, it is important to 

establish a competitive position in the medical field not only at the local level (more practically 

used) but also at the global level (at the level of different economies), as this approach will 

stimulate continuous improvement of the quality of medical services’ delivering at all levels; thirdly, 

in taking care of their competitive position, medical institutions should not at the same time forget 

about their direct purpose - to provide medical services, which are declared by the constitutional 

law of every state of the world. 
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 The purpose of the study is to analyze the regularities and trends of 

the existing levels of catastrophic business risk for sets of small and 

medium-sized enterprises located in each of the regions of Russia. 

The article discusses the methodological and empirical aspects of 

the assessment of catastrophic risk, as well as the calculation for-

mula for determining its level. Research based on the official statis-

tical data for Russian regions for the 2010-2017 period. Evaluation 

level of catastrophic risk was made on calculated functions density 

of normal distribution. Study revealed that for discussing years 

average value of catastrophic risk is 8.1%. The highest level of cata-

strophic business risk is due to the influence of crisis phenomena in 

the economy in 2016-2017. The article also identifies and observes 

the regions with respectively high and low levels of catastrophic 

business risk. The results obtained have a certain theoretical and 

applied value, in particular, in the analysis of patterns characteristic 

of the business sector of the economy, substantiation of proposals 

for its development, as well as business risk management. The 

results of the study would be of interest in the educational process 

of higher and secondary special educational institutions, as well as 

for researchers and state and municipal authorities. 
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INTRODUCTION 

The Russian business sector has significantly developed in recent years. The problem of the 

substantial increase in the production of goods and services by small and medium-sized business-

es in Russia requires understanding of the role that entrepreneurial risk has on their activities. A 

wide range of risk-related issues needs to be explored in order to predict the volume of this risk 

and its impact, as well as to develop measures to reduce this risk. Therefore, at the present stage 
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of business development it is important to analyze the patterns and trends characterizing the cur-

rent level of risk in the business sector of the Russian economy, as well as the identification of 

territories and the total number of enterprises with high and low levels of these risks. The availabil-

ity of such information is necessary for potential entrepreneurs to make informed decisions on 

starting a business. In addition, the federal, regional and municipal authorities need relevant data 

for planning, making programs and forecasts for economic development.  

The modern concept of entrepreneurial risk is formulated in ISO 31000-09 (Risk management, 

2009). It states that organizations of all types and sizes face internal and external factors and in-

fluences that make it impossible to determine how and when they achieve their goals. The last 

thesis is also fixed in the current legislation of the Russian Federation. According to the Civil Code 

of the Russian Federation (item 1 of art. 2), entrepreneurial activity is independent, carried out at 

its own risk, aimed at systematic profit from the sale of goods, performance of works or provision 

of services. The justification of consideration expediency of the three levels of enterprise risk as 

admissible, critical and catastrophic, which was presented in the article by Tapman (2002). A cata-

strophic business risk has the most negative impact on the activities of small and medium-sized 

enterprises, therefore the study of patterns and trends of its impact on the development of the 

modern economy is of substantial relevance. 

The purpose of the study is to analyze the patterns and trends of existing levels of catastrophic 

business risk for the sets of small and medium-sized enterprises located in each of the regions of 

Russia for the 2010-2017 period.  

The following tasks are fulfilled during the research: 

- the suggestion of methodology and calculation formula for assessment of the level of cata-

strophic business risk in the regions; 

- the presentation of description of the procedure for collecting and processing initial data to 

calculate the current level of catastrophic business risk on the basis of official statistics; 

- the assessment of catastrophic risk levels on sets of the small and medium-sized enterprises 

formed in the regions of the country for the 2010-2017 period; 

- the identification of regularities and tendencies characterizing the developed levels of cata-

strophic risks for the considered period; 

- the observation of regions experienced high and low levels of catastrophic business risk from 

2016 to 2017. 

 

 

1. LITERATURE REVIEW 

Originally, the issues of risk theory in business activity were considered in detail in the work of 

Knight (1921), where an important approach for the methodology was proposed, namely the indi-

cator of statistical probability characterizing the existing level of risk. The study of Keins (1997) 

showed the relation of the entrepreneurial risk level to the achievement of the entrepreneur's goal, 

which is individually set. Some aspects of catastrophic business risk were mentioned in articles  

(Toma and Alexa, 2012; Veskovic, 2014; Nehrebecka, 2018; Spicas et al, 2018; Voda et al, 2019; 

Kozubíkova et al., 2017). 

The problem of catastrophic business risk is also considered in the works of Russian re-

searchers. The ones of great interest are the works presented in Table 1. 
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Table 1. Criteria for catastrophic level of business risk 

 

Authors Criteria 

1 2 

Raizberg (1991) losses exceed the critical level and can reach the value of the 

property of the entrepreneur 

Patlasov (1996) losses exceed the critical level and can reach the value of the 

property of the entrepreneur 

Granaturov (2002) losses of more than expected income and the property status of 

the firm 

Shapkin (2003) risk that exceeds the maximum limit of risk prevailing in this eco-

nomic system 

Pelikh et al. (2004) losses exceeding the critical level and able to reach the value of 

the property status of the entrepreneur 

Kabakov (2012) losses exceeding the critical level 

Kibitkin et al. (2013) losses leading to a partial loss of equity or debt capital 

Source: Compiled by authors based on the literature analysis 

 

 

The information given in column 2 of Table 1 shows that the authors propose the assessment 

of the level of catastrophic business risk on the basis of various criteria. Moreover, most of the 

proposed criteria are not specific and difficult to calculate. The relationship between the criterion 

and the property status of the entrepreneur is not logical, since the size of the state significantly 

varies among different enterprises. In addition, such a proposal contradicts the current legislation, 

which determines that the owners of small and medium-sized enterprises are financially responsi-

ble for the debts of their enterprises only within the authorized capital. In the works of Kabakov 

(2012) and Shapkin (2003), some limit values are proposed as criteria, which, however, are not 

specifically defined. The criterion proposed in the monograph Kibitkin et al. (2013), in our opinion, 

refers to the critical risk, because it does not necessarily have a direct impact on the strategic goal 

of the enterprise. It should be noted that the criteria proposed by the majority of authors can be 

used only to assess the performance of a particular enterprise, but their application to assess the 

current level of a set of enterprises proves to be difficult. 

In general, the analysis of literature shows that the issues of comprehensive assessment of 

catastrophic business risk, in our opinion, have not been properly studied. 

 

 

2. RESEARCH METHODS AND DESIGN 

As stated in ISO 31000-09 (Risk management, 2009), risk affects the main objectives of small 

and medium-sized enterprises. The accumulated experience shows that the main strategic goal of 

any enterprise is to continue its operational activities. This approach uses the continuation of the 

enterprise as a criterion for attributing the performance of specific small and medium-sized enter-

prises to a catastrophic risk. Therefore, this article considers the termination of activity and subse-

quent liquidation of the enterprise as a result of the catastrophic risk. It is logical to assess wheth-

er the strategic goal of the enterprise has been achieved based on the results for a relatively long 

period. Given that the financial statements for small businesses (which reflect the balance sheet 

financial results) are compiled at the end of the year, this period can be chosen to assess the level 

of risk. The proposed criterion for assessing catastrophic business risk is objective, easy to apply 

and clearly describes the impact of this type of risk on the enterprise. 

The values of the existing levels of catastrophic business risk can be calculated within the sets 

of small and medium-sized enterprises formed on the territorial principle, on the basis of official 
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statistics on the proportion of discontinued and liquidated enterprises number in the totality of 

enterprises in a particular region. It is advisable to use such indicators as the total number of en-

terprises at the end of the year (
1N ) and the number of officially liquidated enterprises within this 

year (
2N ) as the initial data for calculations. The current level of catastrophic risk (U ,%) was de-

termined by the following formula: 

     %100
1

2 
N

N
Uкат .    (1) 

The above indicators were calculated for the sets of small and medium-sized enterprises lo-

cated in each of the regions of the country, since the research (process) took into account the fact 

that the aggregates of small and medium-sized enterprises were developed in all regions of Russia.   

The research tested two main hypotheses:  

- hypothesis 1 states that the existing levels of catastrophic business risk are determined by 

the presence or absence of crisis phenomena in the country's economy; 

- hypothesis 2 states that the existing levels of catastrophic business risk significantly varies 

among regions of the country. 

The official statistical information of the Federal State Statistics Service on small and medium-

sized businesses was used as initial data for assessing the existing levels of entrepreneurial risk 

(Federal State Statistics Service, 2019). In particular, we considered the demographic indicators of 

small and medium-sized enterprises, namely the data characterizing the share of liquidated small 

and medium-sized enterprises in the regions of Russia within the total number of such enterprises 

in the relevant region.  

The relevant information was considered during the 2010-2017 period for small and medium-

sized enterprises operating in 80 regions. Table 2 shows a fragment of the initial empirical data 

describing the demographics of small and medium-sized enterprises (in terms of liquidation of 

enterprises) in 2017 based on the example of 6 regions of Russia. 

 

 
Table 2. Fragment of data on the number of liquidated small and medium-sized enterprises 

 

Area Number of liquidated small and medium-

sized enterprises per 1000 such enter-

prises in the region 

Belgorod region 116.4 

Bryansk region 97.8 

Vladimir region 91.4 

Voronezh region 90.7 

Ivanovo region 143.9 

Kaluga region 84.7 

… … 

Source: Compiled by authors based on official statistic data 

 

The computational experiment was based on statistical and probabilistic methods of the quan-

titative assessment of the existing business risks levels. Analyzing regularities and tendencies of 

differentiation of catastrophic business risk on the sets of the enterprises operating in different 

regions of the country, we introduced the functions of density of normal distribution. As shown in 

the work by (Pinkovetskaia, 2015; Pinkovetskaia et al., 2019; Denisenko and Varshavskaya, 

2018), they appropriately approximate the initial data on the sets of small and medium-sized en-

terprises located in each of the regions of Russia. Software Statistica and Microsoft Excel were 

used for solving tasks and processing information.  
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3. ASSESSMENT OF CATASTROPHIC RISK LEVELS  

The calculation of the levels of catastrophic risk was carried out on the basis of the sets of 

small and medium-sized enterprises located in each of the regions of the Russian Federation tak-

ing into account the empirical data for the 2010-2017 period. As mentioned above, the assess-

ment of the existing levels of catastrophic risk in the regions of Russia was executed using the 

density functions of the normal distribution. The distribution of the values of catastrophic risk in 

the activities of small and medium-sized enterprises in the regions of the country developed in the 

2010-2017 time period is described by the following equations:  

- for 2010 

3,13,12

2)7,4(

23,1

80
)(

1

11










x

exy


;    (2) 

- for 2011 

3,33,32
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- for 2012 
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- for 2014 
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- for 2015 
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- for 2016 
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- for 2017 

7,37,32

2)4,12(

27,3

213
)(

8
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



x

exy


.   (9) 

 

The quality control of the initial data approximation based on the density function of the nor-

mal distribution was carried out using the criteria arising from the methodology of mathematical 

statistics. These criteria allowed us to compare the empirical distribution of statistical information 

of the considered indicator with the theoretical one described by the model. The quality analysis 

was carried out using well-known and well-established criteria of consent by Pearson, Kolmogorov, 

Shapiro-Wilk. The results of the analysis are given in Table 3.  

 

 

Table 3. The calculated and table values according to the criteria of consent 

 

Criteria 
Calculated values by function 

Table values 
(2) (3) (4) (5) (6) (7) (8) (9) 

Pearson 1.46 3.24 4.06 4.56 3.69 4.84 1.95 1.52 9.49 

Kolmogorov 0.05 0.09 0.08 0.09 0.05 0.06 0.04 0.05 0.15 

Shapiro-Wilk 0.98 0.95 0.95 0.96 0.96 0.97 0.97 0.96 0.93 

Source: Compiled by authors based on calculated economic-mathematical models 

 

 

Comparison of tabular and calculated values shows that according to Pearson and Kolmogo-

rov criteria, tabular values are significantly higher than calculated values (9.49 and 0.15 respec-

tively) and according to the Shapiro-Wilk criterion, the calculated values of the criterion exceed the 

table value (0.93). Thus, the developed density functions of the normal distribution (2)-(9) are of 

high quality, and appropriately approximate the empirical data. 

 

 

4. DISCUSSION OF RESULTS 

The density functions of the normal distribution (2)-(9) make it possible to identify a number of 

significant patterns characterizing the level of catastrophic business risk in the economies of the 

regions of the country in current conditions. The main indicators of functions (2)-(9), namely, the 

average values and standard (mean square) deviations are given in columns 2 and 3 of Table 4. 

Column 4 of this table shows the intervals of changes in the values of catastrophic business risk 

for most (68%) regions of our country. It is evident that the boundaries of these intervals are calcu-

lated as follows: the mean square deviations (column 3) are respectively added and subtracted 

from the mean values given in column 2.  

As seen from the data given in column 2 of Table 4 for the period under review, the regional 

average values of catastrophic business risk ranged from 4.7% to 12.4%. At the same time, in 

general, for the whole period the average value of this indicator for small and medium-sized enter-

prises activity amounted to 8.1%. That is, on average every twelfth company ceased its operations 

within a year. 
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Table 4. The values of catastrophic business risk prevailing in Russia, % 

Years Average Standard deviation Interval 

1 2 3 4 

2010 4.7 1.3 3.4-6.0 

2011 9.4 3.3 6.1-12.7 

2012 8.6 3.6 5.1-12.2 

2013 6.6 1.9 4.7-8.5 

2014 7.2 2.1 5.1-9.3 

2015 6.2 1.7 4.5-7.9 

2016 9.9 3.3 6.6-13.2 

2017 12.4 3.7 8.7-16.1 

Average for   

8 years 
8.1 2.6 - 

Source: Compiled by authors based on calculated economic-mathematical models 

 

 

During the period under review, Russia experienced two economic crises. 2010 was the last 

year of the 2008-2010 crisis, which resulted from the global financial decline. The second crisis of 

2014-2015 occurred only in Russia. The growth of regional averages of catastrophic business risk, 

as shown in Table 4, was due to economic crises in the country. At the same time, the growth of 

business risk values in the first and second cases was observed with 2-3 years delay in relation to 

the beginning of the crisis. Thus, in our opinion, the crisis of 2008-2010 had an impact on the 

growth of average values of catastrophic business risk in 2011 and 2012, and the crisis of 2014-

2015 influenced the growth of values in 2016 and 2017. This delay seems logical for the following 

reasons: 

- the impact of the crisis on the activities of small and medium-sized enterprises is gradual. In 

the beginning profitability of the enterprises decreases, and then their activity becomes inefficient 

and unprofitable, and it is necessary to cease it; 

- the current procedure of enterprises liquidation under the current country`s legislation is 

quite complex and lengthy. 

Thus, it can be concluded that hypothesis 1 has been confirmed.  

As it is known, the presence of differentiation of values is determined by the standard (mean 

square) deviation taken as an indicator. Analysis of the ratios between standard deviations (col-

umn 3) and averages (column 2) showed that these ratios ranged from 0.27 to 0.42 for each peri-

od of time. This indicates that there is a significant differentiation of the existing levels of cata-

strophic business risk in the regions of the country. A similar conclusion follows from the interval 

values given in the column 4 of Table 4. These intervals show the levels of catastrophic risk for the 

majority (68%) of regions, their minimum and maximum limits of values. The presence of a signifi-

cant differentiation of the existing levels of catastrophic business risk in the regions of the country 

allows us to conclude that the hypothesis 2 we put forward has also been confirmed. 

It is of significant interest to rank the values of catastrophic business risk in the regions of 

Russia. In the course of the research, regions with the maximum and minimum values of such risk 

were noted, respectively, according to empirical data for 2017 and 2016. 

The level of catastrophic risk in 2017 is higher than the upper limit of the interval specified in 

Table 4, was noted for the aggregates of small and medium-sized enterprises located in the Orel, 

Ulyanovsk, Nizhny Novgorod, Tomsk, Chelyabinsk, Vologda regions, the republics of North Ossetia-

Alania, Kalmykia, Udmurtia, Mari El, Tatarstan and Khakassia. This should be taken into account 

when starting a business in these regions. 
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The level of catastrophic risk in 2017 is less than the lower limit of the interval specified in Ta-

ble 4, occurred in the aggregates of small and medium-sized enterprises located in the republics of 

Tyva, Adygea, Karachay-Cherkessia, Kabardino-Balkaria, as well as Pskov, Leningrad, Kaluga re-

gions. In these regions, doing business is more comfortable than in the regions mentioned above. 

The level of catastrophic risk higher than the upper limit of the interval specified in Table 4, in 

2016, was noted for the aggregates of small and medium-sized enterprises located in the Ivanovo, 

Tyumen, Kursk, Kirov, Novosibirsk, Murmansk regions, the cities of Moscow and St. Petersburg, 

the republics of North Ossetia-Alania, Altai, Kalmykia. 

The level of catastrophic risk less than the lower limit of the interval specified in Table 4 oc-

curred in 2016 for the aggregates of small and medium-sized enterprises located in the Kalinin-

grad region, the republics of Khakassia, Dagestan, Tyva, Karelia, Chechnya. 

The reasons for high risk values can be regarded as both insufficient attention of the authori-

ties to the issues of support and assistance to small and medium-sized enterprises, and the pres-

ence of administrative barriers. Low values of catastrophic business risk indicate a good business 

climate, the availability of the necessary infrastructure and the active work of the authorities for 

the development of small and medium-sized enterprises. In these regions, doing business is more 

comfortable than in regions with a high level of risk. Information on the existing levels of cata-

strophic risk should be taken into account when starting a business in specific regions. 

 

 

CONCLUSIONS 

The results of the study, demonstrating scientific novelty and originality, include the following: 

- the formula estimating the developed levels of catastrophic risk on sets of the small and av-

erage enterprises located in specific regions is offered;  

- the possibility of using official statistics on the number of liquidated enterprises for the analy-

sis of the existing levels of catastrophic business risk for aggregates of small and medium-sized 

enterprises formed on a territorial basis is shown; 

- the expediency of using the density functions of the normal distribution describing the distri-

bution of the values of catastrophic risks on the aggregates of enterprises located in different re-

gions of Russia is demonstrated; 

- it is proved that the average value of catastrophic business risk for the period from 2010 to 

2017 was 8.1%;  

- it is shown that the highest level of catastrophic business risk occurred due to the influence 

of crisis phenomena in the economy; 

- regions with respectively high and low levels of catastrophic business risk were identified and 

observed. 

The results obtained have a certain theoretical and applied value, in particular, in the analysis 

of patterns characteristic of the business sector of the economy, substantiation of proposals for its 

development, as well as business risk management. The proposed methods and tools of cata-

strophic business risk assessment can be used in subsequent research of the business sector in 

the regions of Russia. The results of the study would be of interest in the educational process of 

higher and secondary special educational institutions, as well as for researchers and state and 

municipal authorities. 

As a result of the study, the following proposals and recommendations can be formulated: 

- the use of the assessment of existing levels of business risk in monitoring the number of 

small and medium-sized enterprises in the regions seems to be appropriate; 
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- the proposed methodology and procedures for calculations can be used for assessment of 

the existing levels of risk on the totality of small and medium-sized enterprises located in munici-

palities; 

- it is necessary to inform entrepreneurs (including beginners in business) on the expected lev-

els of risk in specific regions, as well as the impact on the level of catastrophic business risk 

caused by crisis phenomena in the economy;   

- when establishing programs and long-term plans for the development of small and medium-

sized enterprises, the existing levels of entrepreneurial risk should be taken into account, drawing 

attention to territorial characteristics. 

The government and regional authorities can use the results of research in the practice of 

formation and implementation of projects and programs for the development of entrepreneurship, 

including information on the estimated number of enterprises that may cease their operational 

activities in each of the regions. In addition, the results of the work can be used in the current func-

tioning of financial and credit, insurance, leasing and other organizations related to the operation 

and support of small and medium-sized enterprises. 

Further studies of catastrophic business risk can be associated with the assessment of differ-

entiation of its level for small and medium-sized enterprises located in municipalities of certain 

regions of Russia. 
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 Improving the quality of life of the population is one of the strategically 

important directions of modernisation of Ukrainian society. The research 

focuses on identifying and justifying the interconnection and interde-

pendence of the quality of life of the population and the factors of de-

velopment of housing and communal infrastructure. The purpose of the 

given paper is to economic assessment of the relationship between 

factors of development of housing and communal infrastructure and the 

quality of life of the population of Ukraine. The object of present re-

search is of the quality of life of the population and the factors of devel-

opment of housing and communal infrastructure. The hypothesis of the 

study is that official statistical data do not provide a comprehensive 

description of the relationship between housing infrastructure develop-

ment and improvements and the quality of life. A multivariate statistical 

analysis of the correlation between the level of development of the 

housing and communal infrastructure and the quality of life of the popu-

lation made it possible to establish general patterns characterizing the 

interdependence of interrelated variables and to establish a close rela-

tionship between them. The main tools used for a multidimensional 

statistical analysis and forecasting are the BCG matrix; map of correla-

tions; least squares method, scatterplot, taxonomic analysis method, 

Durbin-Watson autocorrelation test, cluster analysis; schematic map of 

the results of clustering, foresight methods and Holt’s method of linear 

exponential smoothing. The research has shown a linear relationship 

between the component of the quality of life of the Ukrainian population 

and the development level of housing and communal infrastructure, in 

particular, the improvement of housing stock of Ukraine. The three-

dimensional model of integrated assessment of the state of housing 

and communal infrastructure allowed the current state of housing and 

communal infrastructure and determining the conditions for its devel-

opment. The practical relevance of the study is to develop recommenda-

tions to create conditions for balanced development of housing and 

communal infrastructure of the state. 

 

JEL classification:  

 

С31, I31, H54 

 

DOI:  10.14254/1800-5845/2020.16-3.8 

 

Keywords:  

Economics,  

housing and communal infrastructure, 

quality of life,  

statistical analysis,  

assessment,  

population.  

 

 

 
 

ELIT  
Economic Laboratory Transition 

Research Podgorica 

Montenegrin Journal of Economics 
 

Vol. 16, No. 3 (2020), 93-108 

 

mailto:oliai@meta.ua
mailto:lidersvit@gmail.com
mailto:l.ilich@kubg.edu.ua
mailto:s.kozlovskyy@donnu.edu.ua
mailto:nataliia.buhaichuk@gmail.com


 

Olha Ilyash, Svitlana Hrynkevych, Liudmyla Ilich, Serhii Kozlovskyi and Nataliia Buhaichuk / 

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 93-108 

 
94 

INTRODUCTION 

One of the priorities of modernising society and achieving the Millennium Development Goals 

is improving the quality of life of the population. It is known that the quality of life of the population 

is a multidimensional category, dependent on the effect of many objective and subjective factors, 

including the state of providing the population with decent housing and communal conditions. Cri-

ses in the global economy have had a negative impact on the volume of investment in developing 

countries, thus slowing down mortgage lending systems, development of the housing and utility 

sector and exacerbating population inequality in access to quality housing. In Ukraine, in addition 

to the above, the development of the housing and communal structure was also influenced by the 

processes of a decline of the settlement network due to the armed conflict in Donbass. These re-

gions have suffered partial and sometimes complete destruction of housing stock and strategically 

important infrastructure. Building housing and communal infrastructure in the country and improv-

ing the quality of life of the population should become strategically important elements in national 

security. This is due to the fact that the stratification of the population by income and the reduction 

of conditions of equal access to quality housing exacerbated the risks of social exclusion of the 

population, led to further polarization and marginalization of the population. Improved monitoring 

of the housing and communal sector and modernisation of its quantitative and qualitative analysis 

in temporal and spatial dimension will help to solve the identified problems and ensure the effec-

tiveness of management decisions in this direction. Thus, it becomes necessary to create a meth-

odology for assessing the relationship between the components of the development level of the 

housing and communal structure and the quality of life of the population with consistent forecast-

ing of future changes through the use of economic and mathematical calculations and qualitative 

determination of factor influences on the dynamics of this infrastructure. 

 

1. LITERATURE REVIEW 

The problems of the theory and methodology of investigating the relationship between house-

hold income, housing and the quality of life have been in the midst of social research in the last 

twenty years. Thus, D. Conley (2001), who examined the role of housing in the social stratification 

system and, after comparing data on income dynamics of two generations, proved that there was 

an impact of the availability of housing for a family on the size of socio-economic status, race, and 

quality of life of the next generation. R. Dwyer (2007) argued that housing infrastructure reflects a 

broader structure of population stratification and it is sufficiently sensitive to a rapid increase in 

income inequality. Using a variety of statistical sources, including census results, and studying in-

come trends of those, who buy new home, R. Dwyer (2007) found that at the end of the twentieth 

century, society was increasingly stratified and distinguished by property status. These trends will 

exacerbate population inequality through the structure of housing-related opportunities, including 

access to education and accumulation of housing capital. Of significant research in this area, it is 

also worth mentioning the work of P. Nguyen-Hoang and J. Yinger (2011); M. Besbris and J. Faber 

(2017); E. Korver-Glenn (2018); A. Owens (2019). Various aspects of studying the impact of the 

development of housing and communal infrastructure on the quality of life of the population can 

be traced in scientific papers of a galaxy of domestic scientists. T. Vasyltsiv et al. (2019) have de-

voted their researches to the problems of housing development and social policy on improving the 

efficiency of implementing housing programmes in the conditions of limited financial and material 

resources. In recent years, researches that focus on the study of theoretical and methodological 

foundations in the relationship between income, housing and quality of life have intensified. S. 

Poliakova and Y. Kohatko (2017) analyse housing from the perspective of a hierarchy of human 

needs. The authors argue that the ability to meet the needs of the higher level of the hierarchy is 

not only dependent on the qualitative characteristics of accommodation, but is also determined to 

some extent by quantitative parameters. Given that, the problem of housing is now quite acute, 

especially in low-income countries, the social policy of most countries is aimed at providing as 

many people with housing as possible. Scientific and analytical studies of V. Novikov (2018) on the 
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functioning and financing of housing and communal services at the interregional and regional lev-

els prove that meeting the needs of the population for housing is not only a basic characteristic of 

quality of life, but also an important condition for the reproduction of the demographic potential of 

the country. The author is of the opinion that the creation of a wide network of specialized mort-

gage banks will help to prevent the growth of property stratification in Ukraine, which will ensure 

equal access to long-term loans and will help to reduce the risk of issuing mortgage-backed securi-

ties. In his work, V. Shishkin (2012) pays considerable attention to the analysis of the provision 

and quality of housing conditions of different types of households, the adequacy of living space 

and comfort of housing for different types of households, the determination of the components of 

unequal opportunities for households with children as to improving living conditions. The research 

by V. Shishkin (2016) sheds light on the results of integrated estimates of population poverty by 

housing conditions, on the basis of which the population differentiation by main indicators of hous-

ing poverty in terms of place of living and types of household is performed. O. Tyshchenko (2015) 

devoted his attention to the problematic aspects of estimating quantitative and qualitative indica-

tors of the development of housing and living conditions of the population. Using the methods of 

comparative analysis, the scientist determined the level of comfort of available housing, investi-

gated the dynamics of new housing construction and suggested directions of correcting the state 

housing policy in order to increase the level of satisfaction of the population's needs for social 

housing. 

According to the results of the statistical analysis, L. Cherenko (2018) concluded that the pop-

ulation of Ukraine is characterised by a significant stratification by living conditions. The author 

believes that historically Ukraine has lagged behind developed countries for a long time in housing 

standards and that is why Ukrainians have misconceptions about satisfactory living conditions. Y. 

Kohatko (2019), also supports this position noting that according to his research, more than half 

of households in Ukraine are now deprived of minimum necessary living conditions, with the worst 

being the situation of providing rooms in accordance with a certain minimum allowed norm EU-

SILC minus 1, i.e. one room less than according to European standards, which does not contribute 

to improving the quality of life of the population. Taking into account the current trends in the de-

velopment of housing infrastructure, financial capacity and willingness of the population to im-

prove their living conditions on their own, and on the basis of the estimation of prospective chang-

es in the level of income and society's perceptions of living standards, L. Cherenko (2018) as-

sumes that in the next ten years the development of living conditions will not reach a new level and 

but it will keep the low rates observed in the last ten years, which will negatively affect the quality 

of life of Ukrainians. At the same time, O. Ilyash (2015) predicts that the creation of a safe and 

quality place of living is the basis for the formulation of a strategy of national security of the state. 

Despite considerable scientific achievements in this area, the problems of interdependence of the 

components of the level of developing housing and communal infrastructure and the quality of life 

of the population have not been fully investigated. The need to develop a methodology for as-

sessing the level of development of housing and communal infrastructure and establishing its im-

pact on the quality of life of the population remains urgent. Such a methodology should include 

tools for a sequential prediction of prospective transformations in housing and communal infra-

structure and a qualitative assessment of factor influences on the dynamics of the given field. 
 

 

2. AIMS 

The purpose of the given paper is to economic assessment of the relationship between factors 

of development of housing and communal infrastructure and the quality of life of the population of 

Ukraine.  
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3. METHODOLOGY 

Undoubtedly, in the process of drawing up an algorithm for assessing the interconnection and 

interdependence of the population’s quality of life and the factors of development of housing and 

communal infrastructure, at the first stage of the study, we formed a system of indicators of the 

development level of housing and communal infrastructure and grouped them into three functional 

components of housing and communal infrastructure: a) housing stock (seven indicators); b) hous-

ing stock improvement (five indicators); c) improvement of the adjoining territories (sixteen indica-

tors). The indicators of each of the three groups were analysed in dynamics over twelve years. Af-

terwards, we used a correlation-regression analysis, which makes it possible: a) to outline the gen-

eral pattern that characterises the dependence of correlated variables, that is, to develop a math-

ematical model of communication (the objective of a regression analysis); b) to determine the 

closeness of the connection (the objective of a correlation analysis - Leshchinskyi et al., 2008). It is 

worth noting that to represent the results of calculating pairwise correlation of all pairs of variables, 

we employed a special method of displaying correlations - a map of correlations using the corrplot 

function of the programming language R (Kozlovskyi et al., 2018). At the second stage of the study, 

in order to find a single generalised integral index among a large number of indicators, we used a 

taxonomy method, the advantage of which is the lack of pre-selection of subsets of strongly corre-

lated features and which does not lead to the selection of several uncorrelated factors (Hrynkevych 

and Gural, 2016). Thus, taxonomic indicators of the development level of components of housing 

and communal infrastructure were calculated. To determine the relationship between taxonomic 

indices and the component of the population’s quality of life by using regression equations and 

applying a least squares method (to determine the optimal trend model), we subsequently con-

structed econometric models, the adequacy of which was proved by using hypothesis testing with 

the help of the Fisher’s criterion (F-criterion). At the third stage of the assessment, we clustered 

and grouped the regions of Ukraine according to the level of correlation of the taxonomic indicator 

of the development level of housing stock improvement and the population’s quality of life using 

Ward’s hierarchical method. A cluster analysis not only helps to build scientifically sound classifica-

tions, identify internal relationships between units of the observed totality, but also provide com-

pressed information. The proposed Ward's method among all cluster analysis methods has a dif-

ferent approach to assessing cluster proximity. At each step, the grouping is performed for those 

clusters for which the increase of the intra-cluster dispersion as a result of uniting will be smallest. 

The advantage of the method is that as a result, clusters of approximately the same size are 

formed, which geometrically have the shape of hyperspheres (Kozlovskyi et al., 2019). At the fourth 

stage of the assessment, we made a forecast for the development of housing and communal in-

frastructure using an exponential smoothing method (Koziuk et al., 2020). The essence of this 

method is that each element of the time series is smoothed out by means of a weighted moving 

average, and its weight is reduced by the distance from the end of the dynamic series (Senyshyn, 

2014). We would also like to add that the development of housing and communal infrastructure is 

characterised by jump-like states, which require consideration of the trend factor that influences 

the results of the forecast. Therefore, Holt’s method of linear exponential smoothing with the use 

of the damping parameter was chosen. Finally, forecasting gives the opportunity to formulate 

measures for reforming and modernising housing and communal infrastructure and avoid risks 

that will lead to the deterioration of the quality of life of the population. 

 

 

4. RESULTS 

Ensuring the quality of life of the population is a major prerequisite for reducing social risks 

and threats, in particular, exacerbation of social tension, housing problems and it is an effective 

tool for solving socio-economic problems. In addition, the significance of the impact of developing 

housing and communal infrastructure and the quality of life of the population of Ukraine is highly 

underestimated and is not taken into account in the integrated assessment of national security of 
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the state. Therefore, it is necessary to establish and evaluate the statistical dependence of the 

quality of life and the indicators of development of housing and communal infrastructure using 

multidimensional descriptive statistics and/or multidimensional statistical analysis. Hence, in order 

to investigate the dependence of the indicator of the quality of life on a number of indicators of the 

development of housing and communal infrastructure, we consider it appropriate to first determine 

the correlation coefficients of all variables and choose among them the most dependent ones. We 

want to note that the most popular measure of the dependence between the two variables is the 

Pearson correlation coefficient. Thus, for each observed object, two numerical characteristics - 

variables – X and 𝑌, are measured. Let us denote 𝑋𝑗, 𝑌𝑗 – the values of these characteristics for 

the j-th object in the sample (𝑗 = 1,..., 𝑛). Therefore, the sample covariance of the variables 𝑋 and Y 

is called cov(𝑋, 𝑌) =  , where,  are the mean values of the given varia-

bles, and 𝑛 is the sample size. The corrected sample covariance is called cov0(𝑋, 𝑌) =  

. Thus, the Pearson correlation coefficient is determined by the for-

mula: 

(𝑋, 𝑌 ) = ,          (1) 

where,  — sample variances 𝑋 and 𝑌 

 — corrected sample variances. 

It should be added that the absolute correlation coefficient does not exceed 1: | 𝑟 (𝑋, 𝑌) | ≤ 1 

and equals ± 1 if and only when there is a strict linear dependence between 𝑋 and 𝑌 in the sam-

ple, i.e. there are such numbers 𝑏0, 𝑏1 that 𝑌𝑗 = 𝑏0 + 𝑏1𝑋𝑗.. In this case, all points on the scatterplot 

will lie on one straight line. The sign 𝑟 (𝑋, 𝑌) corresponds to the sign 𝑏1. The correlation coefficient 

does not change with the linear increasing change of the measurement scale 𝑋 and 𝑌: if, for ex-

ample, we consider 𝑋′𝑗 = 𝑎1𝑋𝑗 + 𝑎0, 𝑎1 > 0, then (𝑋′, 𝑌) = (𝑋,). We would like to mention that if 𝑎1 

<0, the correlation changes a sign: 𝑟 (𝑋′, 𝑌) = −𝑟 (𝑋, 𝑌). We want to note that if the variables 𝑋 and 

𝑌 are independent, then, for large sample sizes, 𝑟 (𝑋, 𝑌) will be close to 0. Independence in the 

statistical value is considered a situation, when 𝑌 and 𝑋 are independent, if knowing X does not 

help to predict the value of 𝑌 ( R. Maiboroda, 2018). Let us note that, given a large number of vari-

ables to represent the results of the pairwise correlation calculation of all pairs of variables, we 

have chosen a special method of displaying correlations - a map of correlations using the function 

corrplot of the programming language R. Therefore, we consider it necessary to determine the 

closeness of the relationship and influence of the indicators of development of housing and com-

munal infrastructure on the standard of living of the population through the component of the qual-

ity of people’s life, as an integrated assessment that takes into account all three dimensions of 

sustainable development, and reflects the connection between three inseparable spheres of social 

development: economic, environmental and social (Zghurovskyi, 2019). Thus, for the formation of 

the correlation map, the component of the quality of life (U) will be the dependent one, and the 

independent component will be 28 indicators of development of housing and communal infrastruc-

ture for 2006-2017, which act as an information base and are presented in table. 1.  

,                             (2) 
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Therefore, it is considered that the deterioration of the development level of housing and 

communal infrastructure (as its functional components) has an effect on the reduction of the quali-

ty of life of the population. The table 1 represents figure legends of the indicators of the develop-

ment level of housing and communal infrastructure. 

 
Table 1. Figure legends of the indicators of the development level of housing and communal infrastructure 

№ 

s/n 
Indicator 

Figure legend of an 

indicator 

Housing stock 

1.  Average size of floor space per person, m2 X1 

2.  Total floor area of housing per household that has been put into operation, m2 X2 

3.  Index of housing prices,% X3 

4.  Level of utility payment,% 

Utilities price index,% 

Utilities price index,% 

Utilities price index,% 

X4 

5.  Index of utilities prices,% X5 

6.  Level of subsidy coverage in the total number of applications,% X6 

7.  Subsidy cost per household, UAH / household X7 

Housing stock improvement 

8.  Share of total floor space equipped with water supply,% X8 

9.  Share of total floor space equipped with sewage,% X9 

10.  Share of total floor space equipped with central heating,% X10 

11.  Share of total floor space equipped with gas,% X11 

12.  Share of total floor space equipped with hot water supply,% X12 

Adjacent territories improvement 

13.  Level of household provision with landfills and shooting ranges, household / unit X13 

14.  Proportion of landfills and shooting ranges that do not meet environmental safety standards in the 

total number of landfills and shooting ranges,% 
X14 

15.  Share of landfills overload in the total number of landfills and shooting ranges,% 

 
X15 

16.  Level of the population coverage by SDW collection services,% X16 

17.  Wear of special vehicles,% X17 

18.  Level of households coverage by unauthorized landfills, per 10 thousand people X18 

19.  Level of the population coverage by burial places, one per 10 thousand people X19 

20.  Level of using funds for the improvement of burial places in the total amount of financing the im-

provement of burial places,% 
X20 

21.  Average cost of one burial, UAH X21 

22.  Level of the population coverage by parking spaces, one per 10 thousand people X22 

23.  Share of parking spaces for disabled people,% X23 

24.  Average charge for parking services, UAH / hour X24 

25.  Area of green spaces for general use, ha per 10 inhabitants X25 

26.  Maintenance costs of 1 hectare of green space for public use, thousand UAH / ha X26 

27.  Level of the area coverage of land plantations for general use by the activity of specialized enterpris-

es, ha / unit 
X27 

28.  
Share of expenditure on electricity consumed by outdoor lighting in the total cost of maintaining it,% X28 

Source: developed by the authors 

 

Thus, according to the conducted correlation analysis, namely the determination of the corre-

lation coefficient of the interconnection between the indicators of the development level of housing 

and communal infrastructure, the following indicators have the strongest influence on the compo-

nents of the quality of life of the population: X25 - green areas for public use (-0.93); X27 - the area 

coverage of land plantations for general use by the activity of specialized enterprises (-0.81); X14 – 

the share of landfills and shooting ranges that do not meet the environmental safety standards 
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in the total number of landfills and shooting ranges (0.64); X3 – the index of housing prices (0.67); 

X2 - the total area of housing per household that has been put into operation (0.53); X18 – the 

level of households coverage by unauthorized landfills (-0.55). It is worth noting that the correlation 

indices of the interconnection between some of the above indicators and the components of the 

quality of life are negative, which means that if any indicator increases, the quality of life will de-

crease. However, in order to better determine the closeness of the relationship and the impact of 

the indicators on the component of the population’s quality of life, it is advisable to consider the 

aggregate indicator of the development level of housing and communal infrastructure in terms of 

its functional components, namely: a taxonomic indicator of the development level of housing 

stock, a taxonomic indicator of the development level of housing stock improvement and taxonom-

ic indicator of the development level of adjacent territories improvement. Therefore, to determine 

the closeness of the relationship between the taxonomic index of housing stock development, 

housing stock improvement and adjacent territories improvement that describe the change in the 

component of the quality of life of Ukraine's population, we will construct an econometric model 

using a regression equation system and a least squares method. The input data for correlation-

regression analysis are presented in table. 2. 

 
Table 2. Input data to assess the closeness of the relationship between the component of the population’s 

quality of life and taxonomic indicators of the development level of the components of Ukraine’s housing and 

communal infrastructure 

Years Component of the quality 

of life of the Ukrainian 

population (Y) 

Taxonomic indicator of 

the development level 

of housing stock (X1) 

Taxonomic indicator of the 

development level of housing 

stock improvement (X2) 

Taxonomic indicator of the devel-

opment level of adjacent territo-

ries improvement (X3) 

2006 0,862 0,170 0,630 0,430 

2007 0,831 0,205 0,406 0,351 

2008 0,826 0,204 0,367 0,330 

2009 0,808 0,235 0,256 0,313 

2010 0,807 0,279 0,109 0,279 

2011 0,795 0,306 0,212 0,309 

2012 0,794 0,314 0,148 0,292 

2013 0,792 0,311 0,181 0,140 

2014 0,832 0,372 0,534 0,065 

2015 0,801 0,564 0,643 0,060 

2016 0,817 0,851 0,427 0,195 

2017 0,824 0,432 0,256 0,181 

Source: developed by the authors 

 
We would like to mention that it is reasonable to interpret the relationship between the varia-

bles studied as an inaccurate analogue of some strict functional dependence. For example, we 

observe 𝑛 objects numbered with the index 𝑗 = 1,. . . , 𝑛, and each is described by the variables Yj , 

, . . . ,  , where 𝑚 is a fixed number. We are interested in: how to predict the value of the var-

iable 𝑌 for new objects (for which 𝑌 was not observed) by the values of 𝑋1,. . . , 𝑋𝑚. To do this, we 

introduce the following model  

,           (3) 

where 𝑔: R𝑚 → R is an unknown function called a regression function and 𝜀𝑗 is a random regres-

sion error. The variable Y, which is predicted according to others, is called the response, and the 

variables 𝑋𝑖, 𝑖 = 1, . . . ,, used for forecasting are called regressors. The model is called the classic 

regression model. Thus, we describe the relation between the response and the regressors as an 

approximate functional dependence 𝑌 ≈ (𝑋1, . . . ,) and try to evaluate the regression function 𝑔, 

and we interpret the observed deviations from this dependence as random errors of no interest to 
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us. In this approach, we focus on estimating 𝑔, and the properties of errors are interesting only 

when they can be useful for estimating the regression function, testing its hypotheses, or for pre-

dicting it. This is called the regression approach to the statistical analysis of multivariate data 

(Maiboroda, 2018). Thus, the classical linear regression model for describing the dependence of 

the variable 𝑌 on the variables 𝑋1,. . . , 𝑋𝑚 will look like: 

         (4) 

where the index 𝑗 = 1,. . . , 𝑛 denotes the observation number in the sample, 𝑌𝑗 is the response 

value for the 𝑗 −th observation, , … is the value of the regressors for j-th observation, 𝜀𝑗 is a 

random regression error (not observed), 𝑏𝑖, 𝑖 = 0, . . . are unknown regression coefficients that 

have to be estimated from observations. 

The least squares functional is the following model: 

 

               (5) 

 

(here b = (𝑏0, 𝑏1, . . . , 𝑏𝑚)𝑇 is the vector of possible values of the regression coefficients). 

The estimate of the least squares method is defined as that is , 

so it is a set of regression coefficients on which the functional of the least-squares method reaches 

the least value (Maiboroda, 2018). The correlation-regression analysis of factor traits for identifying 

the closeness of the relationship was conducted using the program R. Table 3 presents the calcu-

lated coefficients for constructing a multiple regression model equation. 

 
Table 3. Calculated coefficients for constructing a multiple regression model equation 

Model B  Standard error t P-value VIF 

Constant 0,775 0,021 36,710 0,000  

Х1 -0,014 0,029 -0,490 0,637 1,582 

Х2 0,081 0,024 3,342 0,010 1,054 

Х3 0,073 0,047 1,561 0,157 1,553 

Source: developed by the authors 

 
Hence, the data in Table 3 indicate the low level of significance of the coefficients X1 (taxo-

nomic indicator of the development level of housing stock) and X3 (taxonomic indicator of the de-

velopment level of adjacent territories), since there is an imbalance where p-value> α (where α = 

0,05). Therefore, to build an adequate model of the interconnection, we exclude these two indica-

tors and build a new model that reflects the closeness of the impact of housing stock improvement 

on the component of the population’s quality of life. In table 4, the calculated coefficients for con-

structing a new equation of the linear regression model are presented. 

 
Table 4. Calculated coefficients for constructing an equation of the linear regression model  

Model B  Standard error t P-value 

Constant 0,785576 0,007245 108,429 2e-16 

Х2 0,094048 0,018604 5,055 0,000495 

Source: developed by the authors 

 
In continuation of the research, on the basis of the calculated coefficients, we will construct a 

linear regression model: 

Y = 0,786 + 0,094*X2,      (6) 

where Y is the existing linear relationship between the component of the quality of life of Ukraine's 

population and the development level of Ukraine's housing stock improvement, which demon-

strates a direct impact of the latter (b1 = 0,094) on Ukraine's economic security through the quality 
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of life of the population. Therefore, according to the regression model, the value of the component 

of the population’s quality of life increases if the taxonomic index of the development level of hous-

ing stock improvement rises. We want to note that in order to evaluate the quality of the model 

obtained, it is necessary to calculate the coefficients of multiple correlation and determination. 

Thus, the multiple correlation coefficient is calculated by the formula: 

      (7) 

This value reflects the relationship between the values of the dependent and independent var-

iables. The values of the correlation coefficient can vary in the range from 0 to 1. As the coefficient 

approaches 1, the relationship is strengthened. If R is greater than 0.5, then there is a relationship 

between the variables, and vice versa. The coefficient of determination of the linear regression 

model is calculated by the formula: 

            (8) 

This value indicates what proportion of the variance (dispersion) of the response is repro-

duced by the prediction based on this regression model. The coefficient of determination is always 

non-negative and does not exceed 1: 

 0 ≤ 𝑅2 ≤ 1.            (9) 

The higher the coefficient of determination, the more accurate the prediction about the data 

according to which the regression model was adjusted. Therefore, it is accepted to use 𝑅2 for rough 

characterisation of the quality of the model. Sometimes, the so-called corrected coefficient of de-

termination is used: 

                       (10) 

(With this correction, the numerator contains an unbiased estimate for the variance of errors and 

the denominator contains the unbiased estimate for the variance of the response). Table 5 pre-

sents the results of calculating the coefficients of correlation and determination using the program 

R. 

 
Table 5. Coefficients showing the closeness of the relationship and the results of the variance analysis  

R R-square Durbin-Watson F P-value 

0,8478 0,6906 1,387 25,56 0,0004954 

Source: developed by the authors 

 
Multiple correlation coefficients indicate that there is a close correlation between the taxonom-

ic index of the development level of housing stock improvement and the component of the popula-

tion’s quality of life in Ukraine (the correlation coefficient is 0.8478). The value of the determina-

tion coefficient suggests that the multiple regression model is true for 69.06% of the cases of the 

processed sample of impact factors. According to the Durbin-Watson test for autocorrelation, the 

model lacks systematic relationships between residuals; we would like to add that the value of the 

indicator should be close to 2, in our case - 1,387. To test the constructed model for adequacy, we 

use hypothesis testing with the help of the Fisher criterion (F-criterion). Thus, there are two hypoth-

eses: 

.0R:H

,0R:H

2
1

2
0



              (11) 

The first hypothesis or null hypothesis confirms that the equation under study does not explain 

the changes in the regressor under the influence of the corresponding regressors, and the second 

one is an alternative hypothesis. On the contrary, it proves that at least one of the factors influ-
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ences the change of the dependent variable. F is the Fisher's criterion, which is calculated by the 

formula: 

m

kn

R1

R
F

2

2 



  .                                                (12) 

The experimental value F - the Fisher’s criterion is compared with the table value of the Fisher 

distribution at a given level of significance α (usually α = 0.05.  α = 0.01). If, Ftabl < Fexp, the null 

hypothesis is rejected, that is, there is such a coefficient in the regression equation that is signifi-

cantly different from zero, and the corresponding factor influences the variable under study. The 

rejection of the null hypothesis testifies to the adequacy of the constructed model (Leshchynskyi et 

al., 2008). With the help of R software, p-value is used to test hypotheses. Thus, if p-value <𝛼, one 

accepts the alternative – there is dependence between 𝑌 and 𝑋, the regressor is significant; if p-

value> 𝛼, one accepts the main hypothesis — the dependence between 𝑌 and 𝑋 is not detected, 

the regressor is insignificant. Table 3.5 shows the results of calculating the indicators of model 

adequacy using the program R. Therefore, according to the analysis, for the component of the qual-

ity of life p-value = 0.0004954, which allows rejecting the null hypothesis when α = 0.05; so, the 

difference between the null hypothesis and the sample data is statistically significant, which 

proves the hypothesis that changes in the development level of housing stock improvement affect 

the change in the component of the population’s quality of life. 

It should be noted that in the regional context, the indicators of the interconnection have dif-

ferent factors of influence, which leads to differentiation of their values. Therefore, for the distribu-

tion of territorial units of Ukraine by the level of the interconnection of the taxonomic indicator 

showing the development level of housing stock improvement and the quality of life of the popula-

tion, we will conduct a cluster analysis of the data. Clustering (or cluster analysis) is the process of 

dividing a set of data (or objects) into a set of meaningful subclasses called clusters. Clusters, in 

our case, made it possible to understand the natural grouping or structure in a set of data and to 

group multidimensional objects by the results of individual observations using points of geometric 

space, followed by the selection of groups of these points (Putrenko and Krasovskaya, 2015). 

Therefore, we have employed the following algorithm for carrying out the cluster analysis (A. 

Tkachova, 2012): 1) determining the purpose of clustering; 2) forming a sample of clustering ob-

jects; 3) selecting indicators on the basis of which the analysis will be carried out; 4) forming key 

data matrix; 5) bringing the values of the indicators for each object to a comparable scale (stand-

ardisation of indicators); 6) choosing a cluster analysis method; 7) conducting the cluster analysis 

by the chosen method. It is worth adding that the purpose of clustering the territorial units of 

Ukraine by the level of correlation between the taxonomic index of housing stock improvement and 

the quality of life of the population is to divide the regions of Ukraine into clusters by similar objects 

in order to assess socio-economic development of a region or group of regions. To carry out an 

analysis, we have selected 24 objects (regions of Ukraine), each of which is characterised by 2 

indicators: a component of the quality of life of the population and a taxonomic indicator of the 

development level of housing stock improvement of Ukraine. The initial data for the cluster analy-

sis are presented in table 6. 
 

Table 6. Initial data for conducting a cluster analysis of Ukrainian regions by the level of correlation between 

the taxonomic index of the development level of housing stock improvement and the quality of life of the 

population, 2016. 

№ n/s Oblasts 
Component of the quality 

of life 

Taxonomic indicator of the development level of 

housing stock improvement  

1.  Vinnytsia 0,804 0,933 

2.  Volyn 0,805 0,857 

3.  Dnipropetrovsk 0,764 0,508 

4.  Donetsk 0,611 0,589 

5.  Zhytomyr 0,816 0,919 
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6.  Zakarpattia 0,869 0,987 

7.  Zaporizhzhia 0,712 0,668 

8.  Ivano-Frankivsk 0,776 0,771 

9.  Kyiv 0,818 0,931 

10.  Kirovohrad 0,750 0,802 

11.  Luhansk 0,701 0,553 

12.  Lviv 0,829 0,766 

13.  Mykolaiv 0,767 0,492 

14.  Odesa 0,748 0,471 

15.  Poltava 0,793 0,853 

16.  Rivne 0,804 0,947 

17.  Sumy 0,745 0,666 

18.  Ternopil 0,812 0,959 

19.  Kharkiv 0,856 0,280 

20.  Kherson 0,756 0,418 

21.  Khmelnytskyi 0,845 0,766 

22.  Cherkasy 0,777 0,813 

23.  Chernivtsi 0,827 0,920 

24.  Chernihiv 0,776 0,426 

Source: developed by the authors 

 
The cluster analysis will be carried out using Ward's hierarchical clustering method, which is 

based on the determination of distances between objects. Therefore, it is expedient to use geo-

metrically represented metrics to join objects in groups that are typical of weakly correlated sets. 

The formula for calculating the Euclidean distance d (zi, zj) is as follows (S. Yermak, 2017): 

           (13) 

where zij is the standardized value of the j-th object by the i-th index; 

zjk is the standardized value of the k-th object by the j-th index. 

The results of the cluster analysis using the Ward hierarchical method were obtained with the 

help of the IBM SPSS Statistics software package. Thus, as a result of the hierarchical cluster anal-

ysis of the relationship between the taxonomic index of the development level of housing stock 

improvement and the quality of life of the population, we can unite regions of Ukraine into 4 clus-

ters: cluster  №1 (Vinnytsia, Zhytomyr, Zakarpattia, Kyiv, Rivne, Ternopil, Chernivtsi), cluster  №2 

(Volyn, Ivano-Frankivsk, Kirovohrad, Lviv, Poltava, Khmelnitskyi, Cherkasy), cluster №3 (Dniprope-

trovsk, Mykolaiv, Odesa, Kharkiv, Kherson, Chernihiv), cluster №4 (Donetsk, Zaporizhzhia, 

Luhansk, Sumy). In addition, there are 4 levels of interconnection based on the grouping of Ukrain-

ian regions: 

 high, with an average value of the component of the quality of life 0,821 throughout the group 

and the level of development of housing stock improvement - 0,942; 

 average, with the average value of the component of the quality of life 0.796 throughout the 

group and the level of development of housing stock improvement - 0.804; 

 below average, with the average value of the component of the quality of life 0.778 through-

out the group and the level of development of housing stock improvement - 0.433; 

 low, with the average value of the component of the quality of life 0.692 throughout the group 

and the level of development of housing stock improvement - 0.619. 

The average value of the population’s quality of life in Ukraine is 0.782, while the level of de-

velopment of housing stock improvement is 0.721. It should be noted that in the 3rd cluster, there 
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is a rather high index of the quality of life (0.778), however, the level of housing stock improvement 

is extremely low (0.433). The table 7 presents the results of grouping the regions of Ukraine on the 

basis of the relationship between the taxonomic indicator of the development level of housing 

stock improvement and the population’s quality of life in 2016. Group average values of the indica-

tors (spatial grouping of regions of Ukraine by the indicated feature of dependence). 

 
Table 7. Grouping the regions of Ukraine on the basis of the correlation between the taxonomic index of the 

development level of housing stock improvement and the population’s quality of life, 2016 

Clusters 
The level of 

interconnection 
Oblasts 

Component of 

the quality of life 

Taxonomic indicator of the development 

level of housing stock improvement 

1 High 
Vinnytsia, Zhytomyr, Zakarpattia, 

Kyiv, Rivne, Ternopil, Chernivtsi 
0,821 0,942 

2 Average 

Volyn, Ivano-Frankivsk,  

Kirovohrad, Lviv, Poltava, 

Khmelnytskyi, Cherkasy 

0,796 0,804 

3 Below average 

Dnipropetrovsk, Mykolaiv,  

Odesa, Kharkiv, Kherson,  

Chernihiv 

0,778 0,433 

4 Low 
Donetsk, Zaporizhzhia, Luhansk, 

Sumy 
0,692 0,619 

Total - - 0,782 0,721 

Source: developed by the authors 

 
Thus, spatial grouping of the regions attests to the territorial integrity of Ukraine. However, in 

western and central regions of Ukraine, housing policy is more effective than in the regions with 

high industrial potential. It should be mentioned that in the areas bordering the Russian Federation 

and the temporarily occupied territories of Donetsk and Luhansk oblasts, namely Sumy, Luhansk, 

Donetsk and Zaporizhzhia, the population’s quality of life and the level of development of housing 

stock improvement are the lowest, which increases social tension and social inequality in society. 

The uncertainty of the state of housing and communal infrastructure in the future dictates the 

need to find new effective mechanisms for state housing policy. Moreover, new challenges of eco-

nomic development of the state need the implementation of effective social policies in order to 

provide the population with decent and comfortable living conditions. Therefore, the development 

of housing and communal infrastructure requires the effective forecasting and application of eco-

nomic and mathematical models of future changes and the assessment of factor influences on the 

quality of life of the population using foresight methods. Extrapolation methods are used in the 

process of forecasting time series. We want to add that the basis of extrapolation methods is the 

dynamic series, that is, the sequence of indicators that characterise the change in the phenome-

non over time. In order to effectively predict the development of housing and communal infrastruc-

ture, it is necessary to employ one of the methods of adaptive forecasting, which belongs to com-

plex extrapolation methods, in particular, the exponential smoothing method. Thus, Holt’s method 

of linear exponential smoothing has been employed to predict the development level of housing 

and communal infrastructure. We want to note that this method uses prediction data for forecast-

ing as well as two smoothing parameters: α and β * (with values from 0 to 1) and three equations) 

(Hyndman  et al., 2008): 

 time series equation: lt= αyt + (1- α)(lt-1 + bt-1); 

 time trend equation: bt = β* (lt   -  lt-1 )+ (1 - β* )bt-1; 

 forecast equation: ,  

where lt   is an estimate of the level of the time series (t); 

bt  is an estimate of the trend of the time series; 

α is the smoothing parameter for the level; 

β* is the smoothing parameter for the trend. However, the smaller the value of β*, the less the 

slope of the trend changes with time. 
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According to these equations, the forecast function is trending, hence the forecast is equal to 

the last estimated time series value and includes the last estimated time trend value. It is worth 

noting that the forecasts for the development of housing and communal infrastructure, generated 

by the Holt’s method of linear exponential smoothing, show a constant tendency (increase or de-

crease) infinitely into the future, therefore, the method tends to over-forecast, especially when it 

comes to longer forecasts. That is why, we consider it appropriate to further calculate the forecast 

of housing and communal infrastructure by entering a damping parameter φ (0 <φ <1), which for 

some time in the future will «offset» the trend of the flat line. Thus, the equations take the following 

form (Hyndman et al., 2018): 

 the equation of the level of time series: lt= αyt + (1- α)(lt-1 + φ bt-1); 

 time trend equation: bt = β* (lt   -  lt-1 )+ (1 - β* ) φ bt-1; 

 the forecast equation: ,  

If φ = 1, the method is identical to Holt’s method of linear exponential smoothing. For values 

between 0 and 1, φ - dampens the trend so that it approaches a constant for some time in the 

future. Indeed, the prediction comes down to lt + φ bt / (1- φ), when h → ∞ for any value 0 <φ <1. 

This means that short-term projections of the development of housing and communal infrastruc-

ture tend to increase, while long-term predictions for housing stock are stable. In general, φ less 

than 0.8 is used in forecasting, since damping has a significant effect on a decrease of the indices. 

A value of φ close to 1 means that the damped model does not differ from the undamped one. 

Therefore, the values of φ between 0.8 and 0.98 are usually used. 

Forecasts on the development level of housing and communal infrastructure in general and in 

terms of its functional components (housing stock, housing stock improvement and improvement 

of the adjacent territories), were made using the function Holt of the programming language R. The 

forecast of the development level was made for a period of 10 years at α = 0.8, β* = 0.2 and φ = 

0.9. The results of the forecast are presented in table 8. 

 
Table 8. The results of forecasting the development level of housing and communal infrastructure 

Years  

Component 1(housing 

stock development)   

Component 2 (development 

of housing stock improve-

ment) 

Component 3(development of 

adjacent territories improve-

ment) 

In general, by all compo-

nents (development of 

housing and communal 

infrastructure) 

Holt’s 

method 

Holt’s damping 

method 

Holt’s 

method 

Holt’s damp-

ing method 

 Holt’s 

method 

Holt’s damping 

method 

Holt’s 

method 

Holt’s damp-

ing method 

2019 0,351 0,340 0,237 0,239 0,073 0,082 0,117 0,113 

2020 0,325 0,310 0,207 0,214 0,052 0,068 0,094 0,091 

2021 0,300 0,284 0,177 0,192 0,030 0,055 0,072 0,071 

2022 0,274 0,260 0,147 0,172 0,008 0,044 0,049 0,053 

2023 0,249 0,239 0,117 0,154 -0,014 0,034 0,027 0,037 

2024 0,223 0,219 0,087 0,138 -0,036 0,025 0,004 0,022 

2025 0,198 0,202 0,057 0,123 -0,057 0,017 -0,018 0,009 

2026 0,172 0,186 0,027 0,110 -0,079 0,010 -0,041 -0,003 

2027 0,147 0,172 -0,003 0,098 -0,101 0,003 -0,063 -0,013 

2028 0,121 0,160 -0,033 0,087 -0,123 -0,003 -0,086 -0,023 

α 0,8 0,8 0,8 0,8 

β* 0,2 0,2 0,2 0,2 

φ - 0,9 - 0,9 - 0,9 - 0,9 

Source: developed by the authors 
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Hence, according to Holt's forecast model, the development level of housing and communal in-

frastructure for the period until 2028 will continue to decline, unless the necessary measures are 

taken to reform and modernise housing and communal infrastructure, and in 5 years' time it will be 

only 0.037. We would like to mention that there is a decline in the development of each compo-

nent of housing and communal infrastructure, however, the greatest impact on the overall indica-

tor of the development of housing and communal infrastructure is made by the development level 

of the component of adjacent territories improvement, which in 2023 will be only 0.034. Thus, the 

neglect of solving the problems of previous years and the lack of effective reforms in the sphere of 

housing policy creates a number of threats to the quality of life of the population due to the inabil-

ity of the state to satisfy people’s needs for comfortable living conditions. At the same time, the 

classification of the regions of Ukraine by the quality of life of the population and the development 

level of housing stock improvement allows us to study in more detail the problematic places direct-

ly at the regional level and stimulate the formation of Regional strategies and programs of housing 

policy of Ukraine. 

 

5. DISCUSSION  

Generalising the scientific controversy over the interpretation of quality of life, we have come 

to the conclusion that "quality of life" is a complex category that characterises the well-being of 

citizens of the country, assesses their perception of the natural, economic, socio-political and so-

cial environment. The natural environment is characterised by the ecological situation and the 

quality of the environment. The economic environment is characterised by external conditions re-

lated to citizens' participation in economic activity and income, including paid work, the economic 

situation and finances. The socio-political environment is characterised by social policy and the 

degree of development of civil society. The social environment covers the conditions associated 

with different types of social activity of people (social opportunities, leisure, education, access to 

support and maintenance of health, its state, participation in democratic processes), as well as the 

development of social infrastructure (the system of education and professional training, 

healthcare, transportation, communications, culture, living conditions and security of living). Of 

course, each of these components has an impact on the performance indicators of the quality of 

life and economic security. However, the aim of this article is to explore the relationship between 

the components of the social environment, including the development of housing and communal 

infrastructure, improvements - and the quality of life, as we consider housing to be a place where 

one's personal needs and interests are protected, and one's psychological microclimate and health 

are maintained, where the principles of social integration and healthy coexistence are nurtured. In 

turn, living conditions reflect the provision of adequate physical, hygienic, aesthetic and other con-

ditions of people’s lives, their safety and comfort, and are a guarantee of safety not only at the 

micro, but also at the macro levels. 

It is extremely disturbing that in Ukraine 51.7% of families (over 8.8 million families) do not 

have the minimum necessary living conditions. Furthermore, the worst situation with the provision 

of rooms in accordance with the EU-SILC standard is minus 1. The number of rooms that 5.6 mil-

lion families (32.9%) possess is smaller than this standard. 13.2% of families live in homes with 

less than 13.65 m2 of floor space per family member. One in every four households in Ukraine 

(24.9%) does not have access to water supply or sewerage system. The state of the system of cen-

tralized water supply and sewerage systems in Ukraine is critical and requires retrofitting and re-

newal works. Only 22.5% of Ukrainian families are provided with normal living conditions. The main 

point is the absence of the required number of rooms according to EU-SILC standards (63.7% of 

the households in Ukraine do not meet them). 4.9 million families or 28.8% have no comfortable 

conditions for maintaining body hygiene, which is not much more than the total proportion of fami-

lies deprived of access to water supply and sewage system (Kohatko, 2019). This situation is wor-

rying because it is clear that the higher the housing stock improvement, the lower the loss of po-

tential years of life of the population. All this has a very negative impact on the possibilities of hu-

man development and self-actualization. The results of sociological surveys show a major influence 
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of housing issues on demographic indicators: the indicator of the availability of adequate housing 

conditions is the third most important factor for making a decision on the birth of a child (about 

55% of respondents) and it is the second in determining the desired number of children in a family. 

When deciding to start a family, 20% of respondents find the lack of their own accommodation a 

negative factor. Housing problems are one of the driving forces behind migration in Ukraine. Ac-

cording to a survey conducted by the All-Ukrainian Association for International Employment, one of 

the main reasons making people work abroad is the inability to earn money to buy dwelling in 

Ukraine, and 29% of the country's population uses the money of their families that work and live 

abroad in order to solve their housing problems, (NISD, 2018). 

 

 

CONCLUSIONS 

The article evaluates the stochastic dependence of the development level of housing and 

communal infrastructure and the development level of housing stock improvement through the 

component of the population’s quality of life. As a result of the research, a linear relationship be-

tween the component of the quality of life of the Ukrainian population and the development level of 

housing and communal infrastructure, in particular, the improvement of the housing stock of 

Ukraine, was proved. The correlation-regression analysis made it possible to group the regions of 

Ukraine according to the level of provision of living conditions for citizens and to choose territorial 

units that need priority measures of housing policy. The cluster analysis of territorial units of 

Ukraine by the level of correlation of the taxonomic indicator of housing stock improvement and 

the population’s quality of life consists in dividing the regions of Ukraine with the purpose of clus-

tering by similar objects in order to assess socio-economic development of a region or group of 

regions according to the level of development in general across Ukraine. The cluster analysis re-

vealed that housing policy in the western and central regions of Ukraine is more effective than in 

the regions with high industrial potential. In addition, in the regions bordering the Russian Federa-

tion and the temporarily occupied territories of Donetsk and Luhansk oblasts, namely Sumy, 

Luhansk, Donetsk and Zaporizhzhia, the quality of life of the population and the development level 

of housing stock improvement are the lowest, which increases social tension and negative social 

sentiments. 

The study suggested improving the predictive model of development of housing and communal 

infrastructure, which differs from the existing ones in accuracy of the predicted values due to the 

use of R programming language and Holt’s forecasting model. This made it possible to calculate 

the development level of housing and communal infrastructure for the period up to 2028, both as 

a whole and in terms of individual functional components, formulate measures for reforming and 

modernising housing and communal infrastructure and avoid risks that will lead to deterioration in 

the quality of life of the population. The exponential smoothing method used in forecasting the 

development level of housing and communal infrastructure helped to find out that if the necessary 

measures are not taken to reform and modernise housing and communal infrastructure, its devel-

opment will decline (in 5 years it will be only 0.037). Furthermore, if one neglects the problems of 

development of housing and communal infrastructure, it will further lead to social, environmental 

and man-made disasters. The authors are convinced that the diagnosis of the strengths pertaining 

to housing stock will allow in the future taking advantage of the internal capabilities of housing and 

communal infrastructure and avoiding the risks that will lead to deterioration of the standard and 

quality of life of the population. 

 

REFERENCES 

Besbris, M., Faber, J.W. (2017), “Investigating the Relationship Between Real Estate Agents, Segrega-

tion, and House Prices: Steering and Upselling in New York State”, Sociol Forum, Vol. 32, pp. 850-

873. 



 

Olha Ilyash, Svitlana Hrynkevych, Liudmyla Ilich, Serhii Kozlovskyi and Nataliia Buhaichuk / 

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 93-108 

 
108 

Cherenko, L.M. (2018), “Housing conditions of the population and choice of priority areas of housing 

policy”, Demography and Social Economy, Vol. 1(32), pp. 126-139 (in Ukrainian).  

Conley, D. (2001), “A Room with a View or a Room of One's Own? Housing and Social Stratification”, 

Sociological Forum, Vol. 16, No. 2, pp. 263-280. 

Dwyer, R.E. (2007), “Expanding homes and increasing inequalities: U.S. housing development and the 

residential segregation of the affluent”, Social problem, Vol. 54, No. 1, pp. 23-46.  

Hrynkevych, S.S., Gural, N.R. (2016), “Assessment of labour potential renovation for trade enterprises”, 

Economic Annals-ХХI, Vol. 160, No. 7-8, pp. 96-99 (in Ukrainian). 

Hyndman, R.J., Koehler, A.B., Ord, J.K., Snyder, R.D. (2008), Forecasting with Exponential Smoothing: 

The State Space Approach, Springer, Berlin. 

Hyndman, R., Athanasopoulos, G. (2018), Forecasting: principles and practice, 2nd Ed., Melbourne. 

Ilyash, O. (2015), “Strategic priorities of Ukraine’s social security concept development and implemen-

tation”, Economic Annals-XXI, Vol. 7-8, No. 1, pp. 20-23 (in Ukrainian).  

Kohatko, Y.L. (2019), “Improving the living conditions of the Ukrainian population: assesment, needs”, 

Demography and social economy, Vol. 4(38), pp. 86-102 (in Ukrainian).  

Korver-Glenn, E. (2018), “Compounding Inequalities: How Racial Stereotypes and Discrimination Accu-

mulate across the Stages of Housing Exchange”, American Sociological Review, Vol. 83(4), pp. 

627-656. 

Koziuk, V., Hayda, Y., Dluhopolskyi, O, Kozlovskyi, S. (2020), “Ecological performance: ethnic fragmenta-

tion versus governance quality and sustainable development”, Problems of Sustainable Develop-

ment, Vol. 15 № 1, pp. 53-64.  

Kozlovskyi, S., Shaulska, L., Butyrskyi, A., Burkina, N., Popovskyi, Y. (2018), “The marketing strategy for 

making optimal managerial decisions by means of smart analytics”, Innovative Marketing, Vol. 14, 

No. 4, pp. 1-18.  

Kozlovskyi, S., Butyrskyi, A., Poliakov, B., Bobkova, A., Lavrov R., Ivanyuta, N. (2019), “Management and 

comprehensive assessment of the probability of bankruptcy of Ukrainian enterprises based on the 

methods of fuzzy sets theory”, Problems and Perspectives in Management, Vol. 17, No. 3, pp. 370-

381.  

Leshchynskyi, O.L., Riazantsev, V.V., Yunkova, O.O. (2008), Econometrics, Personal, Kiev (in Ukrainian) 

NISD (2018), Analytical Report to the Annual Message of the President of Ukraine to the Verkhovna 

Rada of Ukraine ‘On the internal and external situation of Ukraine in 2018’ (in Ukrainian). 

Nguyen-Hoang, P., Yinger, J. (2011). “The Capitalization of School Quality into House Values: A Review”. 

Journal of Housing Economics, Vol. 20, No. 1, pp. 58.  

Novikov, V.M. (2018), “Improving housing finance”, Demography and social economy, Vol. 3, pp. 86-99 

(in Ukrainian).  

Owens, A. (2019), “Building Inequality: Housing Segregation and Income Segregation”, Sociological 

Science, Vol. 6, pp. 497-525.  

Poliakova, S.V., Kohatko, Y.L. (2017), “Housing conditions in the hierarchy of the needs of the popula-

tion”, Global and national problems of the economy, Vol. 20, pp. 742-746 (in Ukrainian). 

Putrenko, V.V., Krasovskaya, I.G., (2015), “Geospatial data clustering in the process of intellectual anal-

ysis”, Electronic and computer systems, Vol. 3, pp. 45-52 (in Ukrainian). 

Senyshyn, O.S. (2014), “Prediction extrapolation method as a tool of optimum product amount of con-

sumption of state food complex”, Youth Economic Digest, Vol. 1, No. 1, pp. 26-32 (in Ukrainian). 

Shishkin, V.S. (2012), “Statistical estimation of inequality of housing conditions of households”, Applied 

statistics: problems of theory and practice, Vol. 11, pp. 245-253 (in Ukrainian).  

Shishkin, V.S. (2016), “Poverty of Ukraine’s population under housing conditions”, Demography and 

Social Economy, Vol. 1, pp. 51-64 (in Ukrainian). 

Tyshchenko, O.P. (2015), “European approach to housing development: benchmarks for Ukraine”, Cur-

rent problems of the economy, Vol. 3(165), pp. 301-309 (in Ukrainian). 

Vasyltsiv, T.G., Lupak, R.L., Kunytska-Iliash, M.V. (2019), “Social Security of Ukraine and the EU: aspects 

of convergence and improvement of migration policy”, Baltic Journal of Economic Studies, Vol. 5(4), 

pp. 50-58.  

Zghurovskyi, M.Z. (2012), Analysis of sustainable development: global and regional contexts, NTUU 

«KPI», Kyiv (in Ukrainian). 



 

Galymkair Mutanov, Aziza Zhuparova and Dinara Zhaisanova /  

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 109-122  

 

 

 

109 

 

 

 

 

 

 

 

 

 

 

 

 

‘ 

 

 

 

 
 

 

Measuring the Knowledge-Based Performance Efficiency 

in the Oil-Exported Countries 

 

GALYMKAIR MUTANOV1, AZIZA ZHUPAROVA2 and DINARA ZHAISANOVA3   

 
1 Professor, Rector, al-Farabi Kazakh National University, Republic of Kazakhstan, E-mail: rector@kaznu.kz 
2 PhD, al-Farabi Kazakh National University, Republic of Kazakhstan, E-mail: aziza_z@mail.ru 
3 PhD student, al-Farabi Kazakh National University, Republic of Kazakhstan, E-mail: zhaisanova15@gmail.com 

 

A R T I C L E  I N F O   A B S T R A C T  

Received January 07, 2020 

Revised from February 16, 2020 

Accepted March 20, 2020 

Available online September 15, 2020 

 The main challenge of natural resource-rich economies is to avoid 

the resource curse, poor economic growth, weak institutions and 

corruption through the development of state program, tended to the 

development of knowledge-based economy. This research evaluates 

the productivity of the gross regional product in the context of 

knowledge-based economy indicators taking into account industrial 

structure and specialization in regional economic. The focus is on 

the Republic of Kazakhstan as representative of the oil-exported 

countries. The feature selection analysis was implemented through 

a panel regression model and in the aim of evaluation of  

knowledge-based performance of state measures was used 

Malmquist Productivity Index in DEA. The data set of the research is 

obtained from the official statistical data of state structures during 

the period from 2007 to 2017 for the regions of Kazakhstan. The 

results indicate the need to develop differentiated approaches 

aimed at improving the efficiency of knowledge-based performance 

in the context of industry 4.0. The results can be used to adjust 

tactics and development strategies of state measures in knowledge-

based performance. Through this paper we hope to give our contri-

bution to the creation Smart Specialisation strategies in emerging 

economy countries as a way to increase efficiency in research and 

innovation investments by integrating policy areas, applying a broad 

definition of innovations and stimulating collaboration - between 

regions, sectors and levels. 
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INTRODUCTION 

In recent years a knowledge economy has become a key issue in policy discussions on eco-

nomic growth, globalization, and economic restructuring. The governments of developed and de-

veloping countries are engaged in a continuous search for the policies that promote essential ele-

ments manifested by the knowledge economy, namely education and training; information and 

communication technologies; research and development, and innovation, as well as conducive 

governance and regulatory regimes. In particular, it is quite important for oil-exporting countries, 

which strongly depend on revenues from oil prices. This means that these countries are faced with 
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different economic consequences that low oil prices may have in their economy and political stabil-

ity. What might happen could be the destabilization as a consequence of a lasting low oil price 

(Kitous et al., 2016). As oil-exporting countries witness the early signs of such a bearish market 

(Sleire, 2017), they struggle to fight back by investing their oil revenues on innovation and increas-

ing return on innovation for long-term security (Sabah, 2013). We conducted an analysis four oil-

exporting countries with Upper Medium Income and two countries with high income with the aim to 

benchmark the development of the knowledge-based economy of the Republic of Kazakhstan 

among other countries using European Commission Joint Research Center analysis. Kazakhstan is 

rich in natural resources including coal, oil, natural gas and uranium and has significant renewable 

potential from wind, solar, hydro-power and biomass (Kozhakhmetova et al., 2019). 

In Figure 1 R&D expenditure as a share of GDP is lowest in Kazakhstan, it takes 3,3 % of world 

total crude oil production. Oppositely, Malaysia spends on R&D more (1,3%), than it produces 

crude oil (0,8%). Russia takes the second position of R&D spending (1,1%), representing 11,3% of 

total world crude oil production. The United Arab Emirates has approximately the same level of 

R&D expenditure despite half the share of crude oil production of Russia. Iran spends on R&D as 

triple times more as Kazakhstan despite a little inequality in crude oil production. 

 

 

 

Figure 1. Crude Oil production %world total and R&D expenditure in GDP* (for the last available year) 

Source: http://www.worldstopexports.com/worlds-top-oil-exports-country and www.knoema.com 

    

        

As can be seen from Table 1, United Arab Emirates, Russian Federation, and Malaysia have a 

better position in Global innovation index with a ranking of 38, 35 and 46 accordingly. There are 

Iran and Saudi Arabia at the middle of selected oil-exported countries: Iran has a good position in 

business sophistication (45), knowledge and technology outputs (41) and human capital and 

research (45), Saudi Arabia has a good position in Human capital and research (24). So, 

Kazakhstan takes the 74th position at the Global innovation index, which is better than in 

Azerbaijan but worse than in other oil-exported countries. In the framework of improving the 

sustainable development of Kazakhstan, clear goals are set for moving from a raw material 

economy to a knowledge-based economy through the use of revenues from the oil, gas and mining 

industries (Zhuparova et al, 2018). In this context, this research aims to identify key factors and 

their status for knowledge economy development in the  

Republic of Kazakhstan to assist in achieving sustainable economic development. In this way, 

taking into account regional management principle of policymakers for the knowledge economy 

and knowledge-based society at national and global levels, very little attention has been paid to the 

modeling a knowledge-based performance of state measures at a regional level. Kazakhstan, de-

spite some potential for innovative development, is only at the initial stage of transition to an inno-

vative economy, the formation of which the author is associated with an active role of the state on 

the creation of a favorable institutional regime and infrastructure (Kupeshova & Orynbassar, 

http://www.worldstopexports.com/worlds-top-oil-exports-country
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2018). Kazakhstan's key innovation policy started with the 2010-2014 National Program of forced 

industrial and innovative development of the Republic of Kazakhstan. It aimed to guarantee a sta-

ble and well-balanced economic growth through diversification and improvement of Kazakhstan's 

competitive ability. 

 

 
Table 1. Global innovation index for 2018 

 

Country 
Business 

sophistication 

Human 

capital and 

research 

Knowledge and 

technology 

outputs 

Infrastructure 

(Information & 

communication 

technologies (ICTs) 

GLOBAL INNO-

VATION INDEX 

Azerbaijan       96         100          89         66          82 

Iran       45          45          41         87          65 

Kazakhstan 

Malaysia 

Russian       

Federation 

      78 

      39 

      33 

 

         71 

         31 

         22 

         79 

         33 

         47 

        61 

        43 

        63 

         74 

         35 

         46 

Saudi Arabia       52          24          73         51          61 

United Arab 

Emirates 

      23          29          53         28          38 

Source: prepared by Author according to Global innovation index report for 2018 

 

 

S. Vasin et al (2018) determine Kazakhstan at the stage of information economy in their key 

characteristics of the knowledge economy, which includes such indicators as the level of educa-

tion, the average index of human development, internet covering and the level of the digital econ-

omy. At present, the government implements the State program on the industrial development of 

the Republic of Kazakhstan for years 2015 - 2019, which aims to promote diversification and 

competitiveness of the manufacturing industry. In this way, one of the main objectives of this study 

is to explore the efficiency of implementing the state Program on industrial innovation 

development empirically. This paper intends to look more closely at the character of the 

knowledge-based economy at the region level, to evaluate the efficiency of the state program and 

find out how strongly they are related to regional, national and international innovation systems.  

Digital transformation strategies and programs are developed and implemented across 

countries, regions, cities, sectors, industries, and corporations, in this way the problems of legal 

regulation and self-regulation of digital economy come to the fore. D. Horvat et al. (2018) describe 

the case of Kazakhstan as an example for assessing the degree of readiness for Industry 4.0, in 

the aim of determining its state of development concerning the vision of Industry 4.0 and therefore 

fail to identify necessary fields of action, programs, and projects. Besides, recently it was launched 

State Program "Digital Kazakhstan" targets key areas like the development of a high-speed, secure 

digital infrastructure, the creation of competencies and skills for the digital economy and the digital 

transformation of the economy. Digitization of industrial production is not only beneficial for 

companies and governments in terms of economics, but can also provide clear benefits in 

environmental sustainability. In the framework of this research it will be investigated following 

hypotheses: 

 Hypothesis 1: Knowledge economy indicators could be the main part of the regional economic 

development evaluation; 

 Hypothesis 2: The role of industrial structure and specialization in regional economic growth is 

great; 
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 Hypothesis 3: Ecological effect is positively related to regional economic growth in the context 

of industry 4.0. 

The paper will deal conceptually with the character of the knowledge-based economy and de-

velop instruments for evaluation state measures. Its empirical part contains analysis for Kazakh-

stan based on data from the Statistics Committee of the Ministry of National Economy. From this 

analysis, conclusions will be drawn regarding the role of regional and other innovation systems for 

the development of knowledge-based industries. 

 

 

1. LITERATURE REVIEW 

A knowledge-based economy relies on knowledge as the key engine of economic growth. Par-

cero and Ryan (2016) assessed the performance of Qatar and the United Arab Emirates (UAE) in 

terms of their achievements towards becoming knowledge-based economies. It was implemented 

a comparison against 17 benchmark countries using a four pillars' framework comprising of (1) 

information and communication technology, (2) education, (3) innovation, and (4) economy and 

the regime in their research. They also described local programs, called Emiratization and Qatariza-

tion, which are being implemented and provide incentives for the private sector to absorb higher 

proportions of the national labor force growth. Lastly, both countries share the ambition to diversify 

their production systems away from oil and to become knowledge-based economies as well as 

leading regional/global players. This information also stated in the Qatar Vision 2030 and the UAE 

Vision 2021. Tan et al (2007) made research in evaluation the performances of the selected Asia 

Pacific countries using Data Enveloped Analysis (DEA) and revealed knowledge dissemination was 

the weakest point in developing knowledge-based economies. At this point, Wang et al (2008) de-

scribed decision support system for evaluating state-owned enterprises using DEA models. 

Heshmati and Shiu (2006) also investigated the ICT growth in 30 provinces of China during 

1993–2003 using panel data analysis. The findings show that foreign direct investment (FDI) and 

ICT investment have a positive and significant effect on total productivity growth. One percent in-

crease in ICT investing increases total productivity for 0.46 % while FDI increases total productivity 

for 0.98 %. Based upon their findings, ICT has a positive and significant effect on the production 

growth and ICT, but it is small and like other developing countries, the impact of non-ICT capital on 

growth is more profound which stems from the lack of some complementary factors like human 

capital and proper infrastructure. Sandrine Kergroach et al (2018) focus on policies aiming at fos-

tering technology transfer and commercialization of public research in selected OECD and emerg-

ing economies, drawing on the recent EC/OECD STI Outlook Policy database. Sagiyeva et al (2018) 

indicate finding answers about defining necessary resources for the creation and functioning of a 

knowledge-based economy in Kazakhstan and measuring intellectual potential and intellectual in 

the context of the transition to a knowledge-based economy. 

It has been pointed out (Zsófia, 2013) innovation performance in sectoral innovation systems 

depends on the nature of the industry and determined by its geographical location, which was con-

centrated on the subnational level, and influenced by regional innovation systems. In the frame-

work of supporting incentives to induce firms to invest in research and improve the efficiency of 

innovation activities, governments try to solve this problem, using policy tools, such as R&D grants. 

However, the nature of the relationships among government support, private investment and inno-

vation performance, particularly the effectiveness and efficiency of government R&D grants and 

private R&D funding, is an open question that requires an in-depth analysis (Hong, 2015). 

M. Naser & R. Lawrey (2014) presented an evaluation of the efficient use of public research 

and development (R&D) expenditure in the ASEAN (Association of Southeast Asian Nations) region 

by using Data Envelopment Analysis (DEA). They demonstrate the importance of the efficient use of 

public R&D expenditure using a theoretical approach from the OECD and WBI knowledge 
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economy frameworks and applying the DEA linear mathematical model. M. Namazi and E. Mo-

hammadi (2018) examined how promotion of innovation in natural resource-rich economies can 

potentially insulate them from the resource curse with application of Data Envelopment Analysis 

(DEA) based on Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) in analyz-

ing the innovative capabilities and readiness of natural resource-rich economies so that they don't 

fall into the trouble zone of the resources. Thus, literature review emphasizes evaluation the per-

formances of the achievements towards becoming knowledge-based economies through impact of 

R&D investment, efficiency of innovation activities and ICT, however these models did not take into 

account the combination of  the knowledge-based economy and industrial structure and speciali-

zation of the country. 

 

 

2. METHODOLOGY  

In addition to tracking knowledge economy-related variables, the OECD also established a 

formal definition of a “knowledge-based” economy and developed two concepts directly related to 

this newly defined construct (OECD, 2009): “Knowledge-based” industries were defined by the 

following characteristics: (1) a high-level investment in innovation,  (2) intensive use of technology, 

and (3) a highly educated workforce. A knowledge-based Strategy is a strategy based on a high 

investment in qualified human resources (with high competence index and education index), and 

in general this is reflected in the fact that the company adopting a KS pays its employees more 

than the average of other companies appertaining to the same sector (Iazzolino et al, 2017). Fur-

thermore, the basic aspects of human capital valuation are due to its key role in the economic de-

velopment of modern enterprises, and the ability of human capital to influence the value of the 

company, as a special intangible asset (Czerewacz-Filipowicz & Kogut, 2019), that is why it was 

important to select such characteristics like science and knowledge workers. Combining a set of 

indicators into a composite index is a more recent trend in evaluation of technological capabilities, 

which is called into being by the growing complexity of science, technology and innovation, and 

their interplay with national economies (Fischer et al, 2019). In this case, the conceptual frame-

work for the development of the knowledge economy can be represented in the form of the follow-

ing schemes (figure 2): 

 

 

Figure 2. Сonceptual framework for the development of the knowledge economy in the emerging countries 

Source: prepared by Author 

 

At the first step of the empirical analyses, we constructed regional-level panel data for the 

2007–2017 period based on the databases maintained by the Statistics Committee of the Ministry 

of National Economy. Our data covers 15 regions of the Republic of Kazakhstan. The regional level 

provides information as follows: 
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A. Innovation and technology level: 

Innovative activity of organizations (the ratio of organizations implementing   technological, organi-

zational and marketing innovations to the total number of organizations) (InAcO); 

The volume of innovative products (goods, services) (InnovProd); 

B. R&D investments: 

Internal expenditures on research and development (R&D) (R&Dexp); 

Expenses for product and process innovations in the industry (EPIindustry); 

Information technology expenses (ITexp); 

C. Science and knowledge workers: 

Number of organizations (enterprises) engaged in research and development (NOinR&D); 

Number of employees engaged in research and development (NER&D); 

The share of workers employed in high-tech industries (SWHT); 

D. Knowledge creation: 

Percentage of obtained patents and articles with impact factor per researcher (PPAR); 

Share of patents in total research (SPTS); 

E. Use of information and communication technologies (ICT): 

Number of information technology specialists (NITS);  

Number of organizations using the Internet (NOinternet); 

The proportion of organizations using the Internet (POinternet); 

Share of enterprises using new technologies in the total number of enterprises (SNTTE). 

 

These 14 variables and indicators are model inputs characterizing the level of development of 

the knowledge economy in the region. The role of industrial structure and specialization in regional 

economic growth has been studied, earlier, from the perspective of regional exports (Kaldor 1970) 

and the cumulative causation mechanism which exports may cause to the regional growth (Dixon 

and Thirlwall 1975). To test how diversity and specialization of gross regional product affects re-

gional growth, we use one of different types of indexes as explanatory variables in order to consid-

er alternative aspects of industrial structure. Our measure is the conventional Herfindahl-

Hirschman Index (HHI), which is formally the following: HHIi = , where  =  and 

Yij  denotes the gross regional product in industry j in region i. The total number of all industries, 

which are included to the gross regional product each year, denotes m. In this specific form the HHI 

is an indicator of regional specialization. HHI was calculated according to the structure of indus-

tries, which made contribution to the gross regional product (table 2). 

 

 

Table 2. Structure of industries, which included   to the gross regional product in the aim of  

              calculating HHI 

Industry Year 

Agriculture, forestry and fisheries 2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 

Industry 2007, 2008, 2009, 2013, 2014, 2015, 2016, 

2017 

Mining and quarrying 2010, 2011, 2012, 2013, 2014, 2015, 2016, 

2017 

Electricity, gas, steam and air conditioning 2010, 2011, 2012, 2013, 2014, 2015, 2016, 

2017 

Education 2008,2009, 2014,2015,2016,2017 

Financial and insurance activities 2008, 2009, 2014,2015,2016,2017 

Water supply; sewage system, control over 

the collection and distribution of waste 

2010, 2011, 2012, 2013, 2014, 2015, 2016, 

2017 

Building 2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 
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Wholesale and retail trade; car and motorcy-

cle repair 

2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 

Transportation and warehousing 2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 

Information and communication 2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 

Provision of other services 2007, 2008, 2009, 2010, 2011, 2012, 2013, 

2014, 2015, 2016, 2017 

Manufacturing industry 2010, 2011, 2012, 2013, 2014, 2015, 2016, 

2017 

Professional, scientific and technical activities 2014, 2015, 2016, 2017 

Hotels and restaurants 2008, 2009 

Source: prepared by Author 

 

 

According to OECD report "Comprehensive overview of Kazakhstan" that, as the country with 

large part of mining and heavy industry, on the base of using electricity, which is produced mainly 

from coal in the structure of export, Kazakhstan is one of the most energy-intensive economies in 

the world, the energy intensity of production has not improved over the last decade. The environ-

mental damage is exacerbated by the effects of energy production, pollution from heavy industry, 

intensive extraction of oil, gas and other minerals, as well as the development of rural farming, 

increasing traffic in cities. In this way, it was recommended to keep "environmental treatment" 

solutions for integrated pollution prevention and control. Because Integrated environmental per-

mits are one of the most effective ways to control pollution since permitting associated with the 

best available technology associated with low emissions. Thus, emissions of air pollutants from 

stationary sources were chosen as a measure of ecological effect, which could impact regional 

economic growth. Stationary sources contain solids, gaseous and liquid substances (sulfurous 

anhydride, carbon monoxide, nitrogen oxides, hydrocarbons (without volatile organic compounds). 

We chose the proportion of regions in the gross regional product (GRP) as an output or resultant 

variable since it is the most objective indicator of economic development. 

Diversity of the data was normalized according to the function, which standardizes a given col-

umn of a matrix or data table so that it's arithmetic average is zero and the standard deviation is 

one. We run the following ordinary linear regression model to achieve the objectives of the paper. 

At the result of applying OLS regression, it was selected features with any significance level and 

created the following reduced model and selection between these two models was applied by us-

ing F-statistics test. GII report has already presented the innovation efficiency of countries simply 

by calculating the ratio of the average of innovation outputs to the average of innovation inputs 

(Cornell, 2015). For the following reasons DEA is more suitable than the simple efficiency ratio to 

analyze innovation performance: 

 DEA approach takes into consideration the complex nature of innovation and accommodates 

multiple inputs and outputs in a single analysis. 

 DEA does not assume nor require a judgment on the relative importance or weights of inputs 

and outputs.  

 DEA can be used to set specific input and output targets for inefficient institutions based on 

the observed performance of the best practice institutions in the peer group. It focuses on op-

timal, not average, performance and sets input and output targets that are practical and at-

tainable. 
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Although uncertainty in the DEA approach has been the subject of considerable research effort 

(Bruni et al. 2013, Gianpaolo Iazzolino et al., 2013). In recent years, tools like DEA have been uti-

lized for determining MPI. At the second step of our research, we applied measurement of produc-

tivity of the state program to the development of knowledge-intensive economy using activity anal-

ysis models to construct Malmquist type productivity indexes. Although many periods are analyzed, 

and the change in technology over time is measured, these represent a fairly limited type of inter-

temporal models - one is essentially comparing a series of static models. Fare and Grosskopf 

(1996) illustrate how distance functions can readily aggregate in the case of many outputs and 

inputs and thus serve to construct productivity indexes, which are generally referred to as 

Malmquist productivity indexes. 

According to the Fare and Grosskopf research (1996) recall that the output set P (x) denotes 

all output vectors that can be produced using the input vector x. Although the output distance func-

tion may be defined in terms of the graph or terms of the input set, here we choose to define it on 

P(x). The Output Distance Function is Do(x, y) = inf{B : (y/B) E P(x)}. In the most elementary case 

when a single input is employed to produce a single output, average products may be utilized to 

define total factor productivity. In particular, suppose we have data on a single input and output at 

two periods, denoted t and t + 1. Then Total Factor Productivity is defined as TFP =  

This productivity measure can be written as ratios of distance functions, i.e., as a Malmquist 

productivity index. In this text, we favor an output-oriented Malmquist productivity index defined as 

the geometric mean of the t and t+ 1-period indexes. 

M0 (xt+1, yt+1, xt, yt) = [ ]1/2 

The "CRS" stands for constant returns to scale, and Fare and Grosskopf (1996) explicitly rec-

ognize that the distance functions are defined relative to CRS technologies. Farrell output-oriented 

measure of technical efficiency is the reciprocal of the output distance function, which is referred 

to as Efficiency Change. The square root of the second parenthetic expression captures shifts in 

the frontier of technology and is referred to as the Technical Change component. In general, the 

two-component measures are  

Eff CH =   and TECH = ( )1/2   respectively. 

 

MI > 1 indicates progress in the total factor productivity of the DMUo from period 1 to 2, while MI = 

1 and MI < 1 respectively indicate the status quo and deterioration in the total factor productivity.  

 

In our case, we used Malmquist Productivity Index in DEA to investigate the gross regional 

productivity performance of the knowledge-based indicators within regional specialization and eco-

logical effect in the context of industry 4.0 taking into account the raw material economy orienta-

tion of the country. Based on the adopted methodological approaches, comparisons were carried 

out in ten periods: 2007 – 2008, 2008 – 2009, 2009 – 2010, 2010 – 2011, 2011–2012, 2012 

– 2013, 2013 – 2014, 2014 – 2015, 2015 – 2016, 2016 – 2017. It was used a package in R 

"productivity" for both measures of technical efficiency by analyzing the shell of DEA and calculat-

ing changes in technical efficiency, characterized by the Malmquist index. 

 

 

3. EMPIRICAL DATA AND ANALYSIS  

We run the following OLS regression in order to achieve the objectives of the paper and used 

F-statistic and t-statistics in the purpose of test hypotheses, which was implemented in R. Ta-
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ble 1 presents the results of the linear regression (OLS) on the dependent variable "proportion of 

regions in the GRP". 

 

 

Table 1. OLS regressions of the model  
 

Variable name Model 1 

 (t value) 

Model 1  

( Pr(>|t|) ) 

Model 2  

(t value) 

Model 2  

( Pr(>|t|) ) 

Intercept        -0.846     0.39904        -0.550           0.5834 

Initial R&D expenses (R&Dexp)         4.965   2.13e-06 ***         7.297 1.91e-11 *** 

Innovative activity of organizations 

(InAc) 
       -1.132     0.259567     

  

Expenses for product and process 

innovations in the industry (EPI-

industry) 

        1.016     0.311683 

  

The volume of innovative products 

(goods, services) (InnovProd) 
       -0.546     0.5862 

  

Number of organizations (enter-

prises) engaged in R&D 

(NOinR&D) 

        3.713  0.000303 ***         6.694   4.67e-10 *** 

Number of employees engaged in 

R&D (NER&D) 
-1.494     0.1377        -1.908 0.0583. 

Number of information technology 

specialists (NITS) 
 0.282     0.7782 

  

Information technology expenses 

(ITexp) 
 3.154  0.002007 **         4.0 0.000101 *** 

Number of organizations using 

Internet (NOinternet) 
 1.791     0.075683 . 

  

The share of workers employed in 

high-tech industries (SWHT) 
      -0.976     0.3307 

  

Percentage of obtained patents 

and articles with impact factor per 

researcher (PPAR) 

 

      -3.282 

 

  0.001328 ** 

 

       -3.504 

 

0.000614 *** 

Share of patents in total research 

(SPTS) 
0.297     0.766817 

  

The proportion of organizations 

using the Internet (POinternet) 
      -0.750     0.454541 

  

Share of enterprises using new 

technologies in the total number 

of enterprises (SNTTE) 

 

3.505 

 

 0.000628 *** 

 

 

        3.481 

 

0.000663 *** 

 

Herfindal-Hirschman Index of  

specialisation gross regional 

product (HHI) 

 

4.976 

 

2.03e-06 *** 

 

         6.971 

 

1.09e-10 *** 

 

Emissions of air pollutants from 

stationary sources (EIPSS) 
4.595 1.01e-05 *** 5.712 6.29e-08 *** 

Observations 165 165 165 165 

Adjusted R2  0.8876                        0.8776 

p - value 2.2e-16 2.2e-16 

F-statistics 72.54 on 16 and 129 DF 153.6 on 7 and 142 DF 

Note: Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Source: prepared by Author 

 

 

As expected, there is a positive and highly significant effect from R&Dexp, which means that 

the level of financial investment does strongly influence the share of the proportion of regions in 
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the GRP. Interestingly, number of organizations (enterprises) engaged in R&D and share of enter-

prises using new technologies in the total number of enterprises) are more present than other 

knowledge-based indicators. It may signal that Herfindal-Hirschman Index of specialization gross 

regional product and Emissions of air pollutants from stationary sources are both give the great 

contribution to the gross regional product, which can be explained by the structure of export, ori-

ented to raw material production. So, Hypothesis 2 and Hypothesis 3 about the role of industrial 

structure and specialization in regional economic growth and ecological effect to regional econom-

ic growth were approved. With respect to the region level analysis, we found that “knowledge-

based” characteristics, which were selected by regression model, observed three (R&Dexp, 

NER&D, SNTTE) variables that give significant impact to the gross regional product proportion of 

each region. 

Table 2 presents the regression results of reduced model with factors, which showed some 

level of significance and get influence on the dependent variable. With respect to the gross region-

al product, we found that that the coefficients of all factors are statistically significant at 0,1%. 

However, comparing  adjusted R2 of these two models, we decided to use selected factors with the 

highest significance level of model 1. At the result of applying the Malmquist Productivity Index in 

DEA, we have got the following average values technical efficiency indicators for each year (table 

3), which could be explained by several state measures. 

 

 

Table 2. Average values technical efficiency indicators of economic regional growth  

 

Period of  time 
Technical effi-

ciency score 
Efficiency change Malmquist productivity index 

2008 relative to 2007 (Q1) 0,845 0,945 0,791 

2009 relative to 2008 (Q2) 1,129 1,056 1,166 

2010 relative to 2009 (Q3) 1,086 0,951 1,03 

2011 relative to 2010 (Q4) 0,885 1,041 0,92 

2012 relative to 2011 (Q5) 0,805 0,963 0,767 

2013 relative to 2012 (Q6) 0,936 1,045 0,973 

2014 relative to 2013 (Q7) 0,823 1,034 0,852 

2015 relative to 2014 (Q8) 0,976 0,981 0,958 

2016 relative to 2015 (Q9) 0,989 1,016 1,006 

2017 relative to 2016 (Q10) 1,012 0,98 0,993 

Source: prepared by Author 

 

 

It was passed a law about state supporting of innovation activity in the Republic Kazakhstan in 

2006, which determined further steps to create appropriate infrastructure, particularly, develop-

ment the network of technology parks and innovation funds, to introduce a mechanism for provid-

ing grants for the development of technological and product innovations. In the framework of the 

state program for the 2006-2008 period, policymakers identified such investment priority as in-

formation technologies, alternative energy sources, biotechnologies and pharmaceuticals, new 

materials, nanotechnologies, new technologies for the hydrocarbon sector and related service in-

dustries. At the result of these measures, it had been operated six regional technoparks, 12 tech-

nology business incubators, and service technology centers, six special economic zones operated 

in the Republic of Kazakhstan. According to these events, it is obvious that Technical efficiency 

score (1,12; 1,086) and Malmquist productivity index (1,166;1,03) revealed a score of more than 

1. The falling world price for hydrocarbons and metals at the end of 2008 and the beginning of 

2009 became a serious threat to the stability of the national economy: the decline in budget reve-

nues affected the execution of social programs. Regarding table Technical efficiency score and 

Malmquist productivity index showed ineffective knowledge-based performance during the next six 

years period from 2010 to 2016. 
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The leadership of Kazakhstan has intensified the policy of diversifying the economy since 

2010. The five-year state "Forced Industrial-Innovative Development Program" began to operate, 

aimed at significantly accelerating the development of the manufacturing industry and increasing 

the productivity of labor. In this way, as a resumption the state program of industrial-innovative 

development of the Republic of Kazakhstan for 2015–2019 was launched, which focused on de-

veloping manufacturing industry with a concentration of efforts and resources on a limited number 

of sectors, regional specialization using a cluster approach and effective sectoral regulation. 

At the same time, innovative clusters were created that contributed to the formation of new 

competitive advantages of the country in the global market (knowledge cluster, global technologi-

cal outsourcing) based on the creation of previously high-tech industries and sectors of the econ-

omy, new technological competencies, ensuring innovative breakthroughs. At the end of 2017, the 

state program "Digital Kazakhstan" was approved, taking into account the fact that the digital revo-

lution is changing the current modes of production, the supply chain, and the value chain. Industry 

4.0 serves as a driver for the digital industrial transformation. According to these changes, it can 

be seen, Malmquist productivity index (1,006) is more than 1 in 2016, and technical efficiency 

score (1,012) is more than 1 in 2017, which illustrated the improvement in the growth of the gross 

regional product. 

 

 

CONCLUSION  

Oil-exporting countries are struggling to spend their resources to push innovation as an ena-

bler for their economic growth. However, optimal innovative solutions need to be addressed be-

cause efficiency is a vital element to achieve such a blessing from rich national resources (Shuai 

and Lili, 2014). Hence, oil-exporting countries need to support their efficiency system for consum-

ing resources as little as possible to gain higher levels of innovation and knowledge-intensive pro-

ductions. The level of Global innovation index varies from country to country. However, the principle 

of regional development shall be constructed to improve the innovation efficiency over time and 

avoid degrading it due to changes in national or international political/economic situations. In this 

research, we presented Malmquist Productivity Index in DEA approach to evaluate the current 

readiness of Kazakhstan's knowledge economy key drivers in terms of the quality and effective-

ness of government institutions and economic incentives, knowledge creation, information and 

communication technologies (ICT) and R&D and innovation within HHI of specialization.  

Even though the level of state support of R&D expenses for the whole country has increased, 

but in the conditions of the economic crisis, this was not enough. In other words, effective ade-

quate anti-crisis measures about regions in 2010-2016 were not applied. The problems that arose 

were solved at the expense of the internal reserves of the regions, which were not included nature 

resources by its geographical location. That is why the technical efficiency of weak regions sharply 

worsened, where these reserves were practically absent (appendix 1). 

Future investigations could also address the interesting issue of determining the relative 

weight of performance dimensions and indicators of innovation capability and the process of 

knowledge management using the AHP method. 
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APPENDIX 
 

Table A1. Technical efficiency score 

 
          Region Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

Akmola region 1,12 1,28 1,15 0,69 0,93 0,92 0,79 0,92 1,05 0,86 

Aktobe region 0,93 0,83 1,17 0,96 0,96 0,93 0,73 0,85 0,95 1,08 

Almaty region 0,91 1,79 0,99 0,83 1,03 1,10 0,82 1,11 0,89 1,23 

Atyrau region 0,66 inf 0,5 0,97 0,67 1,23 0,57 0,9 1,55 0,83 

West Kazakhstan 

region 
1,46 0,71 1,4 0,64 1,02 0,68 0,74 1,16 0,86 1,62 

Zhambyl region 1,10 inf 1,17 0,86 1,18 0,72 0,81 0,94 1,05 0,89 

Karagandy region 0,75 1,17 1,56 0,68 0,81 0,82 0,98 0,89 1,36 1,03 

Kostanay region 0,9 0,94 1,13 0,94 0,91 0,81 0,86 0,94 0,94 0,85 

Kyzylorda region 0 inf 1,00 0,9 0 0,83 0,74 0,80 0,74 0,97 

Mangystau region 1,37 0,96 1,08 0,74 0,7 0,87 0,88 0,90 1,06 1,13 

Pavlodar region 0,54 1,06 1,25 0,86 0,97 0,93 1,04 1,05 0,75 0,99 

North Kazakhstan 

region 
1,15 inf 0,95 1,2 0,53 1,03 0,85 0,92 1 0,85 

East Kazakhstan 

region 
0,69 0,83 1,19 0,97 0,80 0,98 0,90 1,02 0,9 0,99 

Astana 0,53 1,5 0,91 0,91 0,88 0,93 0,93 1,28 0,97 1,05 

Almaty 0,57 1,36 0,85 1,15 0,71 1,28 0,72 0,96 0,75 0,82 
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Table A2. Efficiency change 

 
          Region Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

Akmola region 0,79 1,27 0,74 1,35 0,68 1,28 1,06 0,91 1,2 0,79 

Aktobe region 1,0 0,94 0,99 1,08 1,0 1,0 1,0 0,99 1,02 0,86 

Almaty region 1,0 1,0 0,99 0,99 1,02 0,88 1,13 1,0 1,0 1,0 

Atyrau region 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 

West Kazakhstan 

region 
1,0 1,0 1,0 1,0 1,0 0,95 1,06 1,0 1,0 1,0 

Zhambyl region 0,8 1,25 0,8 1,12 0,73 1,28 1,15 0,87 1,13 1,07 

Karagandy region 0,98 1,03 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 

Kostanay region 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 0,96 1,01 

Kyzylorda region 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 0,95 

Mangystau region 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 

Pavlodar region 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 

North Kazakhstan 

region 
0,88 1,14 0,9 1,12 1,0 1,0 1,0 1,0 1,0 1,0 

East Kazakhstan 

region 
0,74 1,35 0,88 1,14 1,0 0,97 1,03 0,95 0,94 1,02 

Astana 1,0 0,85 0,98 0,83 1,01 1,32 1,1 1,0 1,0 1,0 

Almaty 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 

 

 

   Table A3. Malmquist productivity index 

 
          Region Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

Akmola region 0,88 1,63 0,85 0,94 0,63 1,17 0,84 0,84 1,26 0,68 

Aktobe region 0,93 0,77 1,16 1,04 0,96 0,93 0,73 0,84 0,96 0,93 

Almaty region 0,91 1,79 0,98 0,82 1,06 0,97 0,93 1,11 0,89 1,23 

Atyrau region 0,66 inf 0,5 0,97 0,67 1,23 0,57 0,9 1,55 0,83 

West Kazakhstan 

region 
1,46 0,71 1,4 0,64 1,02 0,65 0,78 1,16 0,86 1,62 

Zhambyl region 0,88  0,93 0,95 0,86 0,93 0,93 0,82 1,19 0,96 

Karagandy region 0,73 1,2 1,56 0,68 0,81 0,82 0,98 0,89 1,36 1,03 

Kostanay region 0,9 0,94 1,13 0,94 0,91 0,81 0,86 0,94 0,9 0,86 

Kyzylorda region 0  1,0 0,9 0,0 0,83 0,74 0,8 0,74 0,93 

Mangystau region 1,37 0,96 1,08 0,74 0,7 0,87 0,88 0,9 1,06 1,13 

Pavlodar region 0,54 1,06 1,25 0,86 0,97 0,93 1,04 1,05 0,75 0,99 

North Kazakhstan 

region 
1,01 inf 0,85 1,34 0,53 1,03 0,85 0,92 1,0 0,85 

East Kazakhstan 

region 
0,51 1,13 1,05 1,1 0,8 0,95 0,93 0,97 0,86 1,01 

Astana 0,53 1,27 0,89 0,75 0,89 1,22 1,01 1,28 0,97 1,05 

Almaty 0,57 1,36 0,85 1,15 0,71 1,3 0,72 0,96 0,75 0,82 

 

 

 



 

Svetlana Panikarova, Maxim Vlasov and Mimo Draskovic /  

Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 123-135  

 

 

 

123 

 

 

 

 

 

 

 

 

 

 

 

 

‘ 

 

 

 

 
 

Relationsheep Between Social Business Entrepreneurship and 

Business Freedom: an Evidence from the Russian 

 

SVETLANA PANIKAROVA1, MAXIM VLASOV2 and MIMO DRASKOVIC3 
   

1 Senior Fellow at the Centre of Economic Theory Institute of Economics, Ural Branch of the Russian Academy of 

Sciences, Professor, Ural Federal University named after the first President of Russia B.N.Yeltsin, Ekaterinburg, 

Russia, e-mail: panikarova_s@mail.ru 
2 Senior Fellow at the Centre of Economic Theory Institute of Economics, Ural Branch of the Russian Academy of 

Sciences, Assistant Professor, Ural Federal University named after the first President of Russia B.N.Yeltsin, Ekaterin-

burg, Russia, e-mail:  mvlasov@mail.ru 
3 Associate Professor, University of Montenegro, Maritime Faculty Kotor, e-mail: rookie@t-com.me 

 

A R T I C L E  I N F O   A B S T R A C T  

Received February 14, 2020 

Revised from March 16, 2020 

Accepted May 17, 2020 

Available online September 15, 2020 

 Purpose: The major concentrating area of our study is to contribute 

to the existing literature of entrepreneurial activities related to the 

social business entrepreneurship by considering the business free-

dom of the entrepreneurs of the Russian Federation, where how 

Gross National Income per capita and Industry value added per 

worker influence the business freedom of the social business entre-

preneurship in the short-run and long-run. Design/methodology/ap-

proach: The Vector Error Correction Model (VECM) helps us measur-

ing the short-run and long-run association among business freedom, 

Gross National Income per capita, and industry value added per 

worker during years 1995-2018. We apply the VECM for appropriate 

econometric specification when the endogenous variables are coin-

tegrated. In the VECM, we have differenced the equation and in-

clude an error-correction term measuring the deviation of the previ-

ous period from long-run equilibrium. Findings: While considering 

log of business freedom index as the dependent variable in VECM, 

the results show that in the short run log of Gross National Income 

per capita and the log of industry value added per worker do not 

influence business freedom indexes. However, the corresponding P-

value of the cointegrating equation is statistically significant in the 

short run at the 1 % significant level. In the long-run, the log of Gross 

National Income per capita negatively observes the business free-

dom index. The industry value added per worker has a positive 

effect on the business freedom index statistically significant at the 1 

% level.  There is no autocorrelation, the errors are normally distrib-

uted, and specification imposes 2-unit moduli. Research/practical 

implications: We believe that our investigation will additionally sup-

port and become an encouragement issue for improving business 

conditions for the established and new social business entrepre-

neurs in the Russian Federation and other countries as well. Our 

study will encourage future researchers for further engagement in 

entrepreneurial activity. Originality/value: Empirically, the study will 

encourage local entrepreneurship by engaging in entrepreneurial 

activity towards a positive change. 
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INTRODUCTION 

Nowadays, business changes the living standard of the citizens of a country by developing 

their economic condition from the situation, where they experience a lot of suffering because of 

the lack of financial and other available resources, even every day a country is introducing Social 

Business Entrepreneurship. The core aspiration of this study is to demonstrate the prescribed as-

sociation between Social Business Entrepreneurship and Business Freedom: An Evidence from the 

Russian Federation. This paper examines the roles of social entrepreneurship in developing in-

vestment sectors, especially introducing social business enterprises in the Russian Federation. 

This article evaluates the contribution of social entrepreneurship in the business scenario consid-

ering business freedom, Gross National Income per capita, and industry value added per workers 

of the Russian Federation. This study focuses on the intellectual capability of social entrepreneurs. 

This article determines how social entrepreneurs behave towards changing the economy of the 

Russian Federation, the welfare of social entrepreneurship creates a strong relationship with the 

society and the human capital of a social entrepreneur impact on business freedom of the country. 

We examine the short-run and long-run relationship between the social business entrepreneurship 

and business freedom considering industry value-added per workers and Gross National Income 

(GNI) per capita of the Russian Federation taking data from World Bank Development Indicators, 

Human Development Reports, and Economic Data and Statistics on World Economy and Economic 

Research (Heritage Organization) during the years 1995-2018. Exploring the entrepreneurial activi-

ties in favor of business freedom becomes the concentrated area of this paper.  

For investigating the short-run and long-run relation between social business entrepreneurship 

and business freedom regarding the industry value-added per workers and GNI per capita, we em-

ploy the Vector Error Correction Model (VECM) under the supervision of the multivariate time series 

regression models. In this paper, all variables are endogenous. The target variable of this paper is 

business freedom, while the other two regressors are GNI per capita and industry value added per 

workers. This study will be the additional support for both entrepreneurship and policymakers to 

decide the several initiatives fostering the economic growth of the Russian Federation and other 

countries as well. The rest of the section of this paper is structured as follows. First, we determine 

the effectiveness of the social business entrepreneurship in influencing the business sectors of the 

Russian Federation.  

Examining the core projects related to the development of the entrepreneurial activities be-

come another essential issue for us to execute a solid explanation describing the real social entre-

preneurial business market of the Russian Federation. Second, we focus on the econometric esti-

mation of paper in shaping the short-run and long-term effect of GNI per capita and industry value-

added per workers towards the business freedom of the Russian Federation considering our col-

lected datasets. Third, we employ a Vector Error Correction Model determining the short-run and 

long-run relationship among target variables, business freedom, and other regressors, GNI per 

capita, and industry value-added per workers with time-series datasets from 1995 to 2018. Finally, 

we discuss the final output from STATA 14 and EVIEWS Lite Student Version statistical analysis 

software, recommend some strategic issues for the young researchers and policymakers of the 

Russian Federation and other countries as well. 

 

 

1. LITERATURE REVIEW 

Zahra and Wright in 2011 and Welter in 2011 have done entrepreneurship research, where 

they discover if there is a connection between social entrepreneurship and human capital the re-

sults that relate to the influential factors are date-conflicting and less well-researched entrepre-

neurship entry (Zahra and Wright, 2011; Welter, 2011). Ashoka in 2013 has mentioned social en-

trepreneurs play an indispensable role in developing social and economic issues by acting as 

change agents for the community while entrepreneurs change only business-face (Ashoka, 
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2013). Social Entrepreneurs improve systems, look for new opportunities, invent innovative ap-

proaches, and change the situation of the society for the better by solving social issues. Thompson 

in 2002 has noticed social business entrepreneur deals with the solution of social problems and 

the implementation of them on an extra-leg while business entrepreneur creates entirely new in-

dustries. He mentions business entrepreneur cares about the performance of the firm, earnings 

and return while social business entrepreneur deals with social objectives and profits recovering 

initial investment to investors, reinvest rest amount in the company, and ensure a positive return 

to society. Thomson has discussed Social Business Entrepreneurship work for social objectives 

that include social, cultural, and environmental. It concentrates in voluntary activities and non-

profit actions (Thompson, 2002). Social entrepreneurs become available resources for economic 

development has said by David in 2010. People become the resources to solve social problems 

but not a passive beneficiary, where assumption focuses on communities and their competence 

and unleash resources (David, 2010). A report has studied by the Global Entrepreneurship Monitor 

(GEM) in 2009, where it shows half of the social entrepreneurs’ age is between 25 and 44 years, 

and the highest rate of social entrepreneurs is 25 to 34 years young people, who engage in doing 

the entrepreneurial activities and ventures, because of focusing social and commercial goals. GEM 

has found social entrepreneurship ventures associated with the following four categories. First, 

Pure Social Entrepreneurial Activity helps an individual operating a social organization with social 

objectives without commercial activities. Second, Pure Commercial Entrepreneurial Activity act as 

the opposite of pure social entrepreneurial activity. Third, Overlapping Social and Commercial En-

trepreneurial Activity has formulated through the combination of both social and commercial objec-

tives. Fourth, Simultaneous Social and Commercial Entrepreneurial Activity is also a combination of 

the organization but focusing on different entities. GEM has mentioned the policy framework of 

social entrepreneurship, where it acts as a business model related to the procedures of creating 

and dealing with social and economic values1. The human capital and its role in social entrepre-

neurship expand the value of socialization and its effects on society because of its well-established 

structure. It highlights a broader concept and insight and draws attention abilities based on ac-

knowledgment, preferences, context, and seeking-returns of social entrepreneurship activities 

while investigating human capital and its impact. Baumol in 1990, 1993, and 2005 has highlight-

ed the economy and its impact on social entrepreneurship and its activities, incentives, and institu-

tional structure (Baumol, 1990, 1993, 2005). 

Miller in 2012 has confirmed risk that related to the fear of failure and potential loss from en-

tering it, associated with the experiment relevant for entrepreneurship. Renko in 2013 has noticed 

commercial entrepreneurs face more risk than social one because of the higher risk of failure and 

value of personal assets. Evans and Jovanovic in 1989 have noticed there are a positive relation-

ship exists between entrepreneurs’ assets and self-employed probabilities because of financing 

and capital constraints, where they estimate a model under liquidity constraints (Miller, 2012). 

Dess in 1998 has mentioned the ability of social business entrepreneurs. Social business entre-

preneurs work for social value by executing a mission statement, looking for potential opportunities 

to support the mission, and dealing with innovation, adaptation, and learning process continuously. 

He also notices new industries, markets, and ways of thinking have created by social entrepre-

neurs. They provide renewable energy, clean water, health-care, technology, education, accommo-

dation, and finance to poor people. Social business entrepreneurs offer products and services at 

reasonable prices to distribute affordable products to poor communities. Poor people can buy 

them for a few dollars, and introduce new enterprise, that requires fewer investments than usual 

business (Dees, Emerson & Economy, P., 1998). Social entrepreneurs, whether men or women, 

mostly come from the poor communities of developing countries. Dess in 2001 has said it formu-

lates by a combination of social sectors enterprise and commercial entrepreneurship (Dees, 

                                                 
1 GEM, 2009, Report on Social Entrepreneurship, http://www.gemconsortium.org/docs/376/gem-report-onsocial-

entrepreneurship-executive-summary 

http://www.gemconsortium.org/docs/376/gem-report-onsocial-entrepreneurship-executive-summary
http://www.gemconsortium.org/docs/376/gem-report-onsocial-entrepreneurship-executive-summary
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2001). Seelos and Mair in 2005 and Elkington and Hartigan in 2008 have noticed developing 

countries have more social entrepreneurship innovations. Social business entrepreneurship de-

signs new business models by considering primary human needs related to food, clothes, accom-

modation, health facilities, and education at reasonable cost and convenience (Seelos & Mair, 

2005; Elkington & Hartigan, 2008). Mair and Martin in 2006 has defined it from two concepts en-

trepreneurship and social aspect. Martin also compares it with a large tent (Mair&Martin, 2006). 

Researchers have mentioned research on entrepreneurship have shifted from micro to macro per-

spectives, a close connection exists between entrepreneurship and economic development on 

emerging economies, and it varies across countries because of theoretical and empirical research 

gap in the developing and developed countries. However, exploring the relationship between eco-

nomic growth and entrepreneurship will have remarkable research value (Bruton, Ahlstrom, and 

Obloj, 2008). Stephan et al. (2015) have noticed social entrepreneurship contributes to social wel-

fare through its core aspiration that related to higher education, preferences, and motivation. 

Most of the clients of social enterprises are from the low-income group of the population, who 

do not have enough access to the enough demand for services based on the needs. In such cases, 

consumer and social service producers engage in quasi-market mechanisms because of introduc-

ing direct intermediary between them. As a result, the demand for service will manage by the state 

order based on competitive nature.  However, social enterprises experience challenges because of 

maintaining sustainable development. Social enterprises become the most efficient users of re-

sources provided to solve the problems of helpless groups within the skeleton of state plans. So-

cial business enterprises provide moral and psychological and practical supports, deal with the 

information relating to the provision of legal, organizational, and medical issues without taking any 

financial benefits. Social enterprises often provide facilities to others free of charge. However, So-

cial business entrepreneurs improve social protection by making a significant contribution to socie-

ty, local communities, and the country as well. However, economic stability does not have a nota-

ble shock on state funding or donations and subsidies from financial institutions. Developed and 

developing countries' governments contribute financially to the development of the social entre-

preneurship sectors of the country. Emerging market economies significantly influence investment 

in the social entrepreneurship sector. However, the government and corporations make a signifi-

cant investment in improving the condition of the social entrepreneurial areas. The mutual benefit 

and cost comparison of social enterprises highlights the plan of social policy (Moskovskaya and 

Soboleva, 2016). 

 

 

2 DATA AND METHODOLOGY 

 

2.1 Data and Data Source 

The prime concern of this paper is to determine the relationship between the social business 

entrepreneurship and business freedom of the Russian Federation. However, we have used time-

series data from 1995 to 2018 for conducting the econometric analysis of this paper. We have 

considered the Business Freedom Index from Heritage Foundation/World Bank, Gross National 

Income (GNI) per capita constant 2011 US dollars from Human Development Reports of United 

Nations Development Programme, and Industry (including construction) Value Added Per Workers 

from the World Bank Development Indicators for the analysis because of the availability of the da-

ta. Our collected data becomes stationary after the first difference, meaning the series is I(1), 

based on Augmented Dickey-Fuller and Phillips-Perron Unit Root Test. At the same time, we employ 

the Gregory-Hansen Test for Cointegration to identify the structural break of the model and Johan-

sen tests for determining the rank of the cointegration among variables. After performing the Jo-

hansen Cointegration, we notice that in our model, we have one cointegrating equation. Therefore, 

we implement the Vector Error Correction Model (VECM) for econometric analysis determining the 
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short-run and long-run relationship between the social business entrepreneurs and financial free-

dom in favor of the Russian Federation.  

 

 

2.2 Methodology 

 

2.2.1 Vector Autoregressive (VAR) and Vector Error Correction Model (VECM) 

Sims (1980) has introduced a prevalent method, which is VAR, for analyzing time-series mod-

eling. In the VAR system, the model contains a set of endogenous variables, where all variables are 

the dependent variable. Each endogenous variable has expressed as a linear function of p lags of 

itself, and one reduced-lag of other variables and an error term in the model. Sims (1980) has in-

troduced two variables equation. 

 ……….. (1) 

 ………… (2) 

Where,  is the coefficient of y in the equation of x at lag p. Adding one more variable in the 

system, the third equation will come up with variable  and p lagged value of z, say . The 

right-hand side of each equation will add . Researchers employ an Error Correction Model for 

an appropriate econometric specification if at least one cointegrating equation exists among varia-

bles. In the Error Correction Model, researchers have differenced the equation and include an er-

ror-correction term measuring the deviation of the previous period from long-run equilibrium.  

The Error-correction model requires a new test for cointegration. If there is no cointegration, 

there is no cointegrated relationship among the series. In such cases, researchers perform only 

VAR for an appropriate econometric specification. Sims (1980) has introduced Vector Error Correc-

tion Model (VECM). The VECM for two variables is in the following way, where the error correction 

term comes up with only one lagged difference. 

 ……….   (3) 

 ………… (4) 

Where, the coefficient  shows the cointegration relating to (t-1) period (meaning disequilibri-

um) that has taken place in period t. Researchers expect the value of the coefficient 

of  will come up with a negative sign (meaning negative). 

 

2.2.2 Formulating Econometric Equations for this Research Paper 

Researchers notice there is a covariance relationship that exists between the variables in  

and   while estimating VAR model parameters. The covariance takes place among variables 

when their first two moments are finite and time-invariant. If the variables in  are non-stationary 

at level, but they are stationary at first difference, then, researchers may use VECM. For the sim-

plicity of this paper, first we execute VAR model with our targeted variables due to estimating the 

VECM for econometric analysis.  
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2.2.2.1 Vector Autoregressive (VAR) Model Specification for this Research 

..   (5) 

 …    (6) 

 ...   (7) 

 

 

2.2.2.2 Vector Error Correction Model (VECM) Specification from VAR 

The conventional VECM is written in the following way. 

 ………………..    (8) 

Where,  is the lagged OLS (Ordinary Least Squares) residual obtained from the long-run 

cointegrating equation, . Later, it comes up with the cointegrating equa-

tion, . The Error Correction Term (ECT) explains that the previ-

ous period’s deviation from long-run equilibrium, which is an error, influences short-run movement 

in the dependent variable.  is the coefficient of the ECT and the speed of adjustment, which 

measures the acceleration at which y returns to equilibrium after changes in X and R.  

For this paper, we formulate the following equations for determining the short-run and long-run 

relationship between social business entrepreneurship and financial freedom of the Russian Fed-

eration. In a VECM, all variables are endogenous. 

 ………… (9) 

 ……..  (10) 

 …… (11) 

 Where, K-1= The lag length is reduced by 1.  is the short-run dynamic coefficients 

of the model’s adjustment long-run equilibrium.  is the speed of adjustment parameter with a 

negative sign.  is the error correction term is the lagged value of the residuals obtained 

from the cointegrating regression of the dependent variable on the regressors. Contains long-run 

information derived from the long-run cointegrating relationship.  = Residuals commonly known 

as stochastic error terms, where stochastic error terms often called impulses, or innovations or 

shocks. 
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3. RESULTS 
 

3.1 Descriptive Statistics 
 
Table 1. Descriptive Statistics BFDIX, GNIPC, and INDVAPW 

 

 

Variables 

BFDIX = 

[Business Free-

dom Index] 

GNIPC = 

[Gross National Income (GNI) 

per capita (2011 PPP$)] 

INDVAPW = 

[Industry (including construction), 

value added per worker (constant 

2010 US$)] 

Mean 61.95417 20738.92 19386.42 

Standard Deviation 9.821626 4608.918 4969.839 

Min 50.7 12769.15 11592 

Max 85 26885.38 25036 

Variance 96.46433 2.12e+07 2.47e+07 

Skewness 0.7870549 - 0.4113201 - 0.3485852 

Kurtosis 2.340154 1.724445 1.471448 

Observations 24 24 24 

Source: Author’s Calculation, STATA and EVIEWS 

 

The Mean average of the Business Freedom Index is 61.95417. The deviation from the sam-

ple Mean is 9.821626. The minimum value is 50.7, and the highest is 85 in this series. The dis-

persion among the observations in this series, which is variance, is 96.46433. The Skewness value 

is 0.7870549, where it measures the degree of asymmetry for this series. Zero is the standard 

skewness value. So, we can easily conclude that the business freedom index mirrors a normal dis-

tribution because skewness values are 0.7870549. The Kurtosis value is 2.340154. The data has 

a normal distribution, where the kurtosis value must be 3. The kurtosis is 2.340154, which is less 

than 3. We can conclude that the business freedom index is platykurtic. So, the shape is going to 

have a flat surface. The Mean of Gross National Income (GNI) per capita is 20738.92, and the 

standard deviation is 4608.918. The minimum is 12769.15, and the highest value is 26885.38. 

The diversity is negative. The Skewness value is -0.4113201, which mirrors a normal distribution 

but negatively skewed while the kurtosis is 1.724445. Skewness reflects a platykurtic kurtosis, 

which is less than 3. The Mean value of industry value added per worker is 19386.42, and the 

standard deviation is 4969.839. The minimum is 11592, and the highest is 25036. The variance 

has a negative value. The Skewness value is negative, which is - 0.3485852. Skewness mirrors a 

normal distribution, but negatively skewed. The kurtosis is 1.471448, which reflects a platykurtic 

kurtosis. 

 

3.2 Correlation Matrix 
 
Table 2. Correlation Matrix 

 

VARIABLES LOGBFDIX LOGGNIPC LOGINDVAPW 

LOGBFDIX 1.0000   

LOGGNIPC 
0.2417 

0.2552 
1.0000  

LOGINDVAPW 
0.1498 

0.4849 

0.9777* 

0.0000 
1.0000 

Source: Author’s Calculation, STATA and EVIEWS 
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The correlation matrix illustrates there is a strong positive correlation exists between the log of 

Gross National Income per capita and industry value added per workers at 5 % significant level. 

The log of the business freedom index has a weak correlation with Gross National Income per capi-

ta, where value is 0.2552. The business freedom index has an ordinary association with industry 

value-added per worker in the log form, where value is 0.4849. 

 

3.3 Optimal Lag Selection and Unit Root Test of the Model 

Researchers often consider AIC (Akaike Information Criterion) and (SIBC) Schwartz-Bayesian 

Information Criterion to choose the optimal lag length of the series. Figure (1) shows the non-

stationarity and stationarity of the series at the level and first difference. The figure illustrates the 

series becomes stationary after taking the first difference. [See Appendix 1] 

 
Table 3. Optimal Lag Selection and ADF and Phillips-Perron Unit Root Test of the Model 

  AUGMENTED DICKEY FULLER (ADF)  

VARIABLES AIC LEVEL FIRST DIFFERENCE DECISION 

  Intercept Trend and 

Intercept 

Intercept Trend and 

Intercept 

 

LOGBFDIX Lag (1) Lag (2) -1.632885 -3.685736* -3.888984*** -4.108793** I (1) Series 

LOGGNIPC Lag (1) Lag (2) -1.446008 -1.219799 -3.438851** -3.570700** I (1) Series 

LOGINDVAPW Lag (1) -2.070507 -1.203499 -4.568607*** -5.690628*** I (1) Series 

 

  Phillips-Perron UNIT ROOT TEST  

VARIABLES  LEVEL FIRST DIFFERENCE DECISION 

  Intercept Trend and 

Intercept 

Intercept Trend and 

Intercept 

 

LOGBFDIX  -2.341818 -3.685736* -4.079753*** -4.463976*** I (1) Series 

LOGGNIPC  -0.857777 -1.212061 -3.387485** -3.599209* I (1) Series 

LOGINDVAPW  -

3.034110* 

-0.991582 -4.568607*** -7.659318*** I (1) Series 

Note: * p<0.1, ** p<0.05, *** p<0.01 

Source: Author’s Calculation, STATA and EVIEWS 

 

 

 

Figure 1. Level and First Differnce of LOGBFDIX, LOGGNIPC, and LOGINDVAPW 

Source: Author’s Calculation, STATA 
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3.4 Determination of Structural Break of the Model 

If the value of ADF, Zt, and Za are higher than the 5 % critical value, we reject the null hypothe-

sis of there is no breakpoint. If the value of ADF, Zt, and Za are less than the 5 % critical value, we 

fail to reject the null hypothesis of there is no breakpoint. Hence, in model 1, 2, and 3, the ADF, Zt, 

and Za are less than the 5 % critical value. We are happy that there is no structural break in our 

targeted model, which is desirable. [See Appendix 2] 

 

 
Table 4. Gregory-Hansen Test for Structural Break of the Model 

     Asymptotical Critical Values Decision at 5 % level 

  Test Statistic Breakpoint Date 1 % 5 % 10 %  

 

Break 

(Level) 

ADF -4.64 18 2012 -5.44 -4.92 -4.69 

Fail to reject null , 

there is no break point. Zt -4.75 18 2012 -5.44 -4.92 -4.69 

Za -22.96 18 2012 -57.01 -46.98 -42.49 

 

Break 

(Trend) 

ADF -4.38 18 2012 -5.80 -5.29 -5.03 

Fail to reject null , 

there is no break point. 
Zt -4.86 18 2012 -5.80 -5.29 -5.03 

Za -21.95 18 2012 -64.77 -53.92 -48.94 

 

Break 

(Regime) 

ADF -4.96 18 2012 -5.97 -5.50 -5.23 

Fail to reject null , 

there is no break point. Zt -5.08 18 2012 -5.97 -5.50 -5.23 

Za -23.89 18 2012 -68.21 -58.33 -52.85 

Source: Author’s Calculation, STATA  

 

 

3.5 Johansen Trace and Max-Eigen Test for Cointegration Test 
 

Table 5. Johansen Trace and Max-Eigen Test for Cointegration Test with Lags (1) 

Rank Parms LL 
Eigen 

Value 

Trace 

Statistic 

5 % Critical 

Value 

Max 

Statistic 

5 % Critical 

Value 

Decision at 5 % 

Critical Value 

0 3 166.49082 - 35.3511 29.68 29.0253 20.97 Reject Null  

1 8 181.00349 0.71690 6.3258* 15.41 5.2492 14.07 Fail to reject,  

2 11 183.62809 0.20406 1.0766 3.76 1.0766 3.76 Fail to reject,  

3 12 184.16639 0.04573      

Note: Number of Observations = 23, Lags = 1 

Source: Author’s Calculation, STATA  

 

 
Table 6. Johansen Trace and Max-Eigen Test for Cointegration Test with Lags (4) 

Rank Parms LL 
Eigen 

Value 

Trace 

Statistic 

5 % Critical 

Value 

Max 

Statistic 

5 % Critical 

Value 

Decision at 5 % 

Critical Value 

0 30 179.48239 - 34.6757 29.68 20.1029 20.97 Reject Null  

1 35 189.53383 0.63401 14.5728* 15.41 12.8081 14.07 Fail to reject,  

2 38 195.93786 0.47292 1.7648 3.76 1.7648 3.76 Fail to reject,  

3 39 196.82024 0.08446      

Note: Number of Observations = 23, Lags = 4 

Source: Author’s Calculation, STATA  
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In Johansen's cointegrating equations, once the value of trace and max statistics is higher 

than the corresponding critical values at a 5% significance level, we reject the null hypothesis of 

there is no cointegrating equation. In this regard, we reject the first null hypothesis of no cointegra-

tion. It means that we reject the null hypothesis of no cointegration. We conclude there is at least 

one cointegrating equation among variables in this model. [See Appendix 3 and 4] 

 

 

3.6 Vector Error Correction Model (VECM) 

In STATA 14 output, the results represent the short-run coefficients of endogenous variables. 

The output places the target variable first, while other regressors are listed just below after the 

target variable. The row of CE1 shows the adjustments coefficients (the speed of adjustments). The 

row of Ce1 shows the cointegrating equation from the Johansen Normalized Restriction Imposed. 

Johansen's Normalized Restriction shows the long-run equation from where the value of the Error 

Correction Model has obtained. Johansen's Normalized Restriction indicates the long-run relation. 

The Johansen normalized restriction value for the target variable, which is the log of business free-

dom index, is 1. The error correction term has generated from this long-run equation. For interpre-

tation of the report of Johansen's normalized restriction imposed, the researchers must reverse the 

sign of the coefficients. 

 

 

3.6.1 VECM with Optimal Lag, [Lags (2), Rank  (1)] 

The logbfdix has positioned as the dependent variable. In this case, we are going to say, in the 

short run, loggnipc and logindvapw do not cause logbfdix. However, the corresponding P-value, 

which is 0.001, of the cointegrating equation is statistically significant in the short run at the 1 % 

significant level. In the long-run, the loggnipc has a negative (sign is positive) effect on the target 

variable, logbfdix. The logindvapw has a positive (sign is negative) effect on the target variable, 

logbfdix. The coefficient is statistically significant at the 1 % level.  

The cointegrating equation shows the corresponding P-value of loggnipc, which is 0.000, and 

the logindvapw, which is 0.000. In the long-run, Logpw and loggnipc have asymmetric effects on 

logbfdix on average ceteris paribus. Even in two lags, there is no autocorrelation, where the P-value 

of the first lag is 0.06697, and the second lag is 0.73794. In the normality test, the Jarque-Bera 

test shows the errors are normally distributed in three equations, where the P-value of logbfdix is 

0.06251, loggnipc is 0.80004, and logindvapw is 0.84644. Overall, the entire system of VECM is 

normally distributed because P-value is 0.38785, which is higher than a 5 % significant level. We 

fail to reject the null hypothesis of normality. [See Appendix 5 and 6] 

The cointegrating equation and long-run model is . 

. 

  

 

Logbfdix as the target variable: 

 
 

The adjustment term (-0.1881) is statistically significant at the 1 % level, suggesting that the 

previous year’s errors or deviation from long-run equilibrium are corrected for within the current 

year at a convergence speed of 18.81 %. [See Appendix 5 and 6] 
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Figure 2. Level and First Differnce of LOGBFDIX, LOGGNIPC, and LOGINDVAPW 

Source: Author’s Calculation, STATA 

 

 

Figure (2) shows the VECM specification imposes 2-unit moduli, which is better for the model. 

At the same time, all values are placing inside the circle. We conclude that we can rely on this 

model to determine the short-run and long-run relationship between social business entrepreneur-

ship and business freedom considering industry value-added per worker and Gross National In-

come per capita of the Russian Federation. 

 

CONCLUSION 

However, Social Business Entrepreneurship (SBE), a non-loss and non-dividend business, 

helps the citizens by addressing the created problems of the people in the country, like the Rus-

sian Federation. An individual determines the profit of the Social Business reinvesting the initial 

investment and its earnings in the business. They invest money many times as far as possible to 

generate more and more financial benefits or values. The person who is known as Social Business 

Entrepreneur deals with Social Business Entrepreneurial activities meeting social objectives. How-

ever, there is no short-run relationship between Social Business Entrepreneurship and Business 

Freedom. GNI per capita and industry value-added per workers do not have any short-run assassi-

nation with business freedom of the social business entrepreneurship. In short run, there is no 

impact due to economic stability and private and public sector funding opportunity to social busi-

ness entrepreneurship. However, in the long-run, GNI per capita and industry value-added per 

workers impact business freedom of social entrepreneurship of the Russian Federation. 

At present, a growing number of studies indicate the Russian Federation has experienced a 

stable stage because of the hostile business nature. Researchers have discovered the impact of 

entrepreneurial behavior is surprisingly little because of the knowledge gap. As a result, economic 

structures’ transformation and explaining growth in emerging economies become representative 

issues. Social business or enterprise introduces the capital accumulation of entrepreneurship. 
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Social Business Entrepreneurship (SBE) brings a better transformation of the economic position 

through restructuring socio-economic infrastructure. SBE invests capital bringing innovations 

through business operations with social objectives. Social Business Entrepreneurial capital im-

pacts the knowledge that needs to create the capabilities for entrepreneurial activities associating 

with institutional, legal, environmental, and social factors. However, it explains the regional econ-

omy of the country through operating business with social objectives. Social Business Entrepre-

neurship generates profits and solves social problems as well at the same time. SBE increases the 

value for the people by creating innovative ideas, exploring new opportunities, doing something for 

raising the social benefits, dealing with the accountability, ensuring the use of available resources 

wisely, and acting as a volunteer at a not-for-profit sector. SBE engages in business activities by 

considering a positive return to the community, transforming systems, practicing and analyzing the 

primary causes of poverty, marginalization, the deterioration of the environment, and dealing with 

the loss of the dignity of humans. 
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 This paper explores the effect of changes in exchange rates on 

domestic prices, known as Exchange Rate pass Through. The 

data used in this study are data on the economy in Indonesia in 

the period 1997.3 to 2017.4. The analytical tool used is multiple 

regression with the Error Correction model approach. Based on 

the results of the analysis conducted shows that the effect of the 

exchange rate on the wholesale price index in the long run is 

greater than the short run. This shows that the effect of the ex-

change rate on domestic prices is indirect.The foreign interest 

rates variabel effect to wholesale price index in the long term, 

while the domestic interest rates  effect in the short and long 

term. The effect of foreign prices on the wholesale price index is 

much larger in the short than in the long-term. Meanwhile, the 

variable of foreign capital in both the short and long-term, it has a 

positive and significant effect on the wholesale price index.The 

effect domestic capital variable is different from the ones on 

foreign capital because in the short term the domestic capital 

was not significant to the wholesale price index. The effect of 

domestic capital on the wholesale price index was positive and 

significant in the long term.The effect of foreign and domestic 

capitals in the long term on the wholesale price was positive. It 

suggests that foreign and domestic capital did not substitute 

each other, but they were complementary. 
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INTRODUCTION 

The interest of economists studying Exchange Rate Pass Through started in the 1970s (Gold-

berg and Knetter,1997; Ihrig, et.al,2006). Economists were interested in viewing the relationship 

between price and exchange rate based on the desire to test the basis of global monetarism; LOP 
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(Law of One Price) and PPP (Purchashing Power Parity). In addition, the studies on ERPT were also 

to determine the effect of exchange rate changes on external balance (as measured by the bal-

ance of payments or current account) and domestic inflation. The studies on Exchange Rate Pass 

Through had been done, but there was no uniformity regarding the definition of "pass through". 

Most researchers focused on the relationship between the changes in exchange rate to import 

prices ( Campa and Goldberg,  2005; Herzberg et al, 2003; Parsley,2003). The other researchers 

linked the changes in exchange rate with consumer price index (Bacchetta and Wincoop,2003;  

Beirne and  Bijsterbosch, 2011; Bouakez and Rebei, 2008; Mirdala, 2014; Takhtamanova, 2010). 

Meanwhile, some researchers focused on the relationship of exchange rate to export prices 

(Choudhri and Hakura,2012; Vigfusson et al, 2007). 

There were many studies on the factors affecting ERPT. The factors that affect ERPT can be 

grouped into two categories; the factors that affect ERPT from macro and micro sides. The re-

searcher analyzing  the factors affecting ERPT of the macro side were Taylor (2000), while the ones 

reviewing the micro were  Campa and Goldberg (2002); Campa and Goldberg (2005). To analyze 

ERPT,the analytical tool used was single equation. The studies using single equation analysis tool 

with Ordinary Least Squaredwere conducted by Menon(1996),  Campa and Goldberg (2002), and  

Campa and Goldberg (2005), while the ones using Error Correction Model (ECM) were Bouakez 

and Rebei (2008), Choudhri and Hakura (2012) and Takhtamanova (2010). 

Indonesia is currently applying the regime of free floating exchange rate. The exchange rate 

regime has been in effect since August 1997. The implementation of free floating exchange rate 

leads to the fluctuation on the prices of imported goods. The changes in the prices of imported 

goods affect the use of the importedgoods. When there is a depreciation of the Rupiah against 

foreign currencies (in this study, the US dollar), it makes the prices of imported goods rise. When 

the pricesof imported goodsincrease, economic agents will replace them with domestic goods. The 

phenomenon is called expenditure switching. Therefore, this study examined the effect of ex-

change rate changes on the use of capital in Indonesia, which in turn had the impact on the 

change in domestic prices in Indonesia.  

In contrast to the existing ERPT studies, this study firstly built a theoretical model of Exchange 

Rate Pass Through. This research did not use the existing models, but it build a model of Exchange 

Rate Pass Through. The economic actors studied were producers. It was intended to see how the 

use of inputs in production when there is a change in exchange rates. This study was limited to the 

use of capital. The exchange rate change had the effect on the price of capital production factor 

imported by producers. In the case of exchange rate depreciation, it caused an increase in produc-

tion costs incurred by producers. As a result,the increase in production costs led to a rise in do-

mestic prices. 

The aim of this study was to analyze the changes in the exchange rate to domestic prices as 

measured by the Wholesale Price Index. The measurement of Exchange Rate Pass Through was an 

Indirect Pass Through because the measurement of inflation was through producer price index.In 

Direct Pass Through, the measurement of exchange rate changes to domestic prices is measured 

using import prices. The analytical tool used in this research was Error Correction Model because, 

by using Error Correction Model, the short-term and long-term impacts of the changes in the varia-

bles used in the research to consumer price variables in the Indonesia can be identified, 

The results of this study are expected to contribute ideas for controlling inflation in Indonesia, 

especially with regard to the source of inflation coming from abroad,because at this point the ma-

jority of the capital used was the capital that must be imported from abroad which was highly de-

pendent on the changes in exchange rate. 

The structure of this paper is as follows: chapter two is the literature review; the third chapter 

describes the research methodology;the fourth chapter describes the results and discussion; and 

the fifth chapter is the conclusion. 
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1. LITERATURE REVIEW 

The interest of economists to study Exchange Rate Pass Through (ERPT) intensified along with 

the change in the exchange rate regime from fixed exchange rate to floating exchange rate.Floating 

exchange rate period that began around 1973 leads to greater exchange rate volatility. It also 

leads to the increasing complexity of the expectations of floating exchange rate behavior. When a 

country adheres to a floating exchange rate, the degree of pass-throughis higher (Beirne and Mar-

tin Bijsterbosch, 2011; Kara and Öğünç, 2005). ERPT studies are growing. In the 1980s, an analy-

sis tool used was regression with the estimation method of OLS (Ordinary Least Square) to raise 

non-stationary, simultaneous and dynamic adjustment issues.In previous years, they still used 

simple OLS regression. 

In subsequent developments, the ERPT studies are related to industrial characteristics, such 

as market structure and the nature of competition. With increasingly imperfect market structure,it 

encouraged the researchers to examine the ERPT in industry. One of the studies that had been 

conducted was the research of  Freenstra (1989). The research showedthat in monopolistic mar-

ket of foreign sales (foreign markets) the response was the same (symmetrically) between the 

changes in exchange rates and the value of import tariffs. The further studies were conducted by 

Goldberg and  Knetter (1997) and Menon (1996) which examined the relationship between ERPT 

and industry characteristics, such as market structure and the nature of competition. 

The subsequent research that examined ERPT and market structure was the research con-

ducted by Dornbusch (1985). Dornbusch identified four factors that affected the level of pass-

through to prices, i.e.: (i) the level of market integration or segmentation, (ii) the level of product 

differentiation, (iii) the functional form of demand curve, and (iv) market structure and the level of 

interaction between suppliers 

 

 

2. MODEL  

To result in the output, the producers need input. To find the relationship between input and 

output, Cobb Douglas was used which can be denoted as follows: 

𝑌𝑡 =  𝐴𝑡𝐾𝐿𝑡
(1−𝛼)

             (1) 

Where Y is the level of output,At is the level of technology in the period of t, 𝐾𝑡is capital in the 

period of t, and 𝐿𝑡 is a production factor of labor. The production function of Cobb Douglas is a 

production function at a certain period (static). In this study, the input used by the producers was 

only capital input. In the use of capital production factor, the producers can use domestic and 

foreign capitals(𝐾𝑑 , 𝐾𝑓). The two types of capital can be mutually substituted. When the price of 

capital changes, the interest rates (r) changes both domestic (𝑟𝑑 )and foreign interest rates (𝑟𝑓). 

At equilibrium condition, the use of domestic and foreign capitals, can be denoted as follows: 

𝑀𝑅𝑇𝑆𝐾𝑓𝐾𝑑 =
(𝑟𝑓

𝑟𝑑 |𝑠)        (2) 

 

The equation is the equilibrium conditions for producers who are least cost in determining a 

combination of foreign and domestic capitals (𝐾𝑓 , 𝐾𝑑). In the equation,the factor that determines 

a combination of domestic with foreign capitals is relative foreign interest rate (rf) which is relative 

to domestic interest rate (rd). However, it is still conditional to another factor of exchange rate (s). 

The equation is the equilibrium conditions for producers who are least cost in determining a 

combination of foreign and domestic capitals (𝐾𝑓 , 𝐾𝑑). The combination of foreign capital with 

domestic capital as expressed in the equation (2) still shows a static balance. In this case, the in-
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vestor's decision is not to consider regarding future expectations, whereas in reality, the investor 

would consider the expectations about the future. When relative domestic interest rates to foreign 

domestic interest rates rises, investors will continue to use foreign capital more. Then, the equa-

tion (2) in this case is expressed in the form of intertemporal as follows: 

(𝐾𝑓 , 𝐾𝑑) = ∫ 𝑒−𝜌𝑡𝑢(𝜋𝑡)𝑑𝑡
∞

𝑡=0
     (3) 

𝜋𝑡| (𝑟𝑓

𝑟𝑑⁄ ) , 𝑠𝑡, (𝑃𝑑

𝑃𝑓⁄ )          (4) 

 

Where 𝑢(𝜋𝑡) is the use of capital inputs in period t, 𝜋𝑡is the total use of foreign and domestic 

capitals. 

Ktis the total of domestic capital (Kd) plus imported capital (Kf) .  

Kt= Kd + Kf 

u(*) is instantaneous utility function, showing the utility of capital in particular time. 

(𝐾𝑓 , 𝐾𝑑)is the aggregate capital in the time t  

E is natural figure = 2,7128……. 

ρ is discount factor (Romer, 2012). 

 

The equations (3) and (4) are the theoretical frameworks that explain the producer’s decision 

to combine domestic and foreign capitals. Furthermore, in this study, the two equations are empir-

ically tested through a theoretical model as follows: 

(𝐾𝑓 , 𝐾𝑑)
𝑡

= 𝑓 [(𝑟𝑓

𝑟𝑑⁄ )
𝑡

, 𝑠𝑡, (
𝑝𝑑

𝑝𝑓⁄ )

𝑡

]               (5) 

Empirically, the change ( Kf , Kd) shows the change in Capital Account.  (𝑟𝑓

𝑟𝑑⁄ )is the ratio of 

foreign interest to domestic interest, 𝑠𝑡 is the exchange rate, (
𝑝𝑑

𝑝𝑓⁄ ) is the ratio of foreign and 

domestic prices, ,  𝑠𝑓  is forward exchange rate. 

From the theoretical model, it is then derived into the empirical model as follows. From the 

equation (5), it is then transferred in the form of logarithms so that it becomes the following equa-

tion: 

𝑘𝑓 − 𝑘𝑑 =  𝛽0 +  𝛽1𝑟𝑓 − 𝛽2𝑟𝑑 + 𝛽3𝑠𝑡 + 𝛽4𝑝𝑑 − 𝛽5𝑝𝑓   (6) 

Where: 𝛽1 > 0,𝛽2 > 0,𝛽3 > 0, 𝛽4 < 0, 𝛽5 > 0, 𝛽5 > 0 

𝛽4𝑝𝑑 =  𝛽0 + 𝛽1𝑟𝑓 − 𝛽2𝑟𝑑 + 𝛽3𝑠𝑡 − 𝛽5𝑝𝑓 − 𝑘𝑓 + 𝑘𝑑   (7) 

𝑝𝑑 =  
𝛽0

𝛽4
+  

𝛽1

𝛽4
𝑟𝑓 −

𝛽2

𝛽4
𝑟𝑑 +

𝛽3

𝛽4
𝑠𝑡 −

𝛽5

𝛽4
𝑝𝑓 −

1

𝛽4
(𝑘𝑓 −  𝑘𝑑  )  (8) 

𝑝𝑑 =  𝛾0 +  𝛾1𝑟𝑓 − 𝛾2𝑟𝑑 + 𝛾3𝑠𝑡 − 𝛾4𝑝𝑓 − 𝛾5(𝑘𝑓 −  𝑘𝑑)        (9) 

Where:                

γ0 =
𝛽0

𝛽4
 

γ1 =  
𝛽1

𝛽4
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γ2 =
𝛽2

𝛽4
 

γ3 =
𝛽3

𝛽4
 

γ4 =
𝛽5

𝛽4
 

γ5 =  
1

𝛽4
 

Where: 

𝑝𝑑       is domestic price 

𝑟𝑓  is foreign interest rate  

𝑟𝑑  is domestic interest rate 

st  is the exchange rate of Rupiah to Dollar 

𝑝𝑓  is foreign price  

𝑘𝑑  is domestic capital value index  

𝑘𝑓  is foreign capital value index  

 

2. METHODS 

The data used in this research was the secondary data published by the Bank of Indonesia 

and the International Financial Statistic. The data used was the quarterly data from 1997.3 to 

2017.4. The periods selected were the periods after 1997.3 because after the period of August 

1997 Indonesia adhered to the regime of floating exchange rate. Based on the derivation of the 

empirical model as shown in the equation (9), it will transformed in the form of Error Correction 

Model (ECM). 

𝑝𝑡
𝑑 = 𝛾0 + 𝛾1𝑟𝑡

𝑓
− 𝛾2𝑟𝑡

𝑑 + 𝛾3𝑠𝑡 + 𝛾4𝑝𝑡
𝑓

+ −𝛾5(𝑘𝑡
𝑓

− 𝑘𝑡
𝑑)               (10) 

 

From the equation (10), it is further denoted in the form of ECM model of Domowitz and El 

Badawi as follows: 

∆𝑝𝑡
𝑑 = 𝑏0 + 𝑏1∆𝑟𝑡

𝑓
− 𝑏2∆𝑟𝑡

𝑑 + 𝑏3∆𝑠𝑡 + 𝑏4∆𝑝𝑡
𝑓

− 𝑏5(𝑘𝑡
𝑓

− 𝑘𝑡
𝑑) + 𝑏6𝑟𝑡−1

𝑓
− 𝑏7𝑟𝑡−1

𝑑 + 𝑏8𝑠𝑡−1 +

𝑏9𝑝𝑡−1
𝑓

+ 𝑏10(𝑘𝑡−1
𝑓

− 𝑘𝑡−1
𝑑 ) + 𝑏11𝐸𝐶𝑇𝑡−1 + 𝜀𝑡             (11) 

Where: 𝐸𝐶𝑇𝑡 = 𝑟𝑡−1
𝑟 − 𝑟𝑡−1

𝑑 + 𝑠𝑡−1 + 𝑝𝑡−1
𝑓

− (𝑘𝑡−1
𝑓

− 𝑘𝑡−1
𝑑 ) − 𝑝𝑡−1

𝑑  (12) 
 

Data Analysis Method: 

Unit Root Test. This test was conducted to determine earlier and more definite presence of 

spuriousregression. The economic data which are not stationary cause spurious regression. Sta-

tionary test was conducted using Augmented Dickey-Fuller (ADF). For the detection of ADF, it will be 

divided into three;the ADF involving constants (C, n), the ADF which involves constant and time 

trend (T, n), and the ADF which does not involve constant and time trend (N, n). Meanwhile, for the 

ADF test, it can be defined as follows: 

𝐴𝐷𝐹(𝐶, 𝑛): 𝑑(𝑌) =  𝑐 (𝑌(−1) 𝑑(𝑌(−1))𝑑(𝑌(−2)) … 𝑑(𝑌 − 𝑛))        (13) 

𝐴𝐷𝐹(𝑇, 𝑛): 𝑑(𝑌) =  𝑐 (𝑌(−1) 𝑑(𝑌(−1))𝑑(𝑌(−2)) … 𝑑(𝑌 − 𝑛))  𝑇𝑟𝑒𝑛𝑑  (14) 

𝐴𝐷𝐹(𝐶, 𝑛): 𝑑(𝑌) =   𝑑(𝑌(−1))𝑑(𝑌(−2)) … 𝑑(𝑌 − 𝑛))               (15) 
 

Where C is a constant, d is data derivation 𝑌𝑡 − 𝑌𝑡−1and (n) (−𝑛) is the operator lag n. the deci-

sion-making to determine stationary is by comparing the t test of Y (-1) compared to the critical 

value of McKinnon (Insukindro,1991). 
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Integration Degree Test.  The integration degree test is conducted when the data is not sta-

tionary at the time of stationary test. The detection is intended to find out at which degree the data 

is stationary. When the data used is not stationary, Granger and Newbold (1974) argue that re-

gression will result in regression with high coefficient of determination (𝑅2), but with low Durbin 

Watson statistics. It gives an indication that the resulted regression is a spurious regression. The 

consequences caused by the spurious regression are: the estimator regression coefficient is not 

efficient, the forecasting using the regression will be wrong and the common standard detection 

for the associated regression coefficient associated is invalid. In general, if the data requires dif-

ferentiation to  be stationary, it can be stated as I (d). The test is similar to the unit root test. Thus, 

to perform these tests, the following autoregressive model along with the OLS need to be estimat-

ed: 

𝐷2𝑋𝑡 = 𝑐0 +  𝑐1𝐵𝐷𝑋𝑡 + ∑ 𝑓1𝐵𝑖𝐷2𝑋𝑡                   (16) 

𝐷2𝑋𝑡 =  𝑔𝑜 + 𝑔1𝑇 + 𝑔2𝐵𝑋𝑡 + ∑ 𝑓𝑖𝐵𝑖𝐷2𝑋𝑡            (17) 
 

Cointegration Test. Cointegration test is a continuation of unit root test and degree of integra-

tion. Cointegration testwas intended to test whether the regression residuals resultedis stationary 

or not (Engle and Granger,1987).To perform cointegration test, first, the researchers neededto 

observe the behavior of time-series economic data to be used. It means that researchers had to be 

sure whether the data used were stationary or not. The Detection was conducted using the unit 

root test and the degree of integration (Insukindro,1992). When one or more variables have differ-

ent degrees of integration, the variables can not be cointegrated (Engel and Granger,1987). In 

general, most of the discussion of related issues focused on the variables that integrate 0,I (0) or 

the degree one I (1). An important characteristic of the degree I (1) is; a variable can be a linear 

combination when integrated in the degree 0,I (0) (Maddala and Kim,1998). A set of time series 

variables (X) is said to be cointegrated on the degree d,b or written CI (d,b) when every element X is 

integrated on the degree of d or I (d) and there is a vector k which is not equal to zero, so that W = 

k'XI (d,b) with b>0 and k is a vector of cointegration. There were three common tests conducted to 

test the hypothesis on the presence and absence of cointegration, called  CDRW (Cointegrating 

Regression Durbin Watson),DF (Dickey Fuller) and ADF (Augmanted Dickey Fuller) (Engle and 

Granger,1987). 
 

CRDW. After conducting a regression to the basic model, the value of Durbin Watson statistics 

was known. From the figure of DW,it was used to determine the cointegrative nature of the model. 

If the analyzed model is not stationary, the DW statistics will be close to zero, and reject the null 

hypothesis of non cointegration. Conversely, if the DW statistic is large, it will accept the alternative 

hypothesis on the cointegrative nature of the analyzed model. CRDW test is a test model using 

order one. 
 

DF. The type of this test used the residual figures obtained from the calculation of CRDW, and 

then having it in a regression at order one. 

𝐷(𝑅𝐸𝑆𝑡) = −𝜑𝑅𝐸𝑆𝑡−1 + 𝜀𝑡                       (18) 

 

The basis for the decision-making was the statistics t of the coefficientst. 𝜑. If the statistic t is 

smaller than the statistics of table, it accepts the null hypothesis and it means that there is a non 

cointegration. 
 

ADF. If the DF works on order one, then the ADF works on a higher order. ADF test model can 

be written as follows: 

𝐷(𝑅𝐸𝑆𝑡) = −𝜑𝑅𝐸𝑆𝑡−1 + 𝛿1𝐷(𝑅𝐸𝑆𝑡−1)+. . +𝛿𝑛𝐷(𝑅𝐸𝑆𝑡−𝑛) + 𝜀𝑡 (17) 

 

The null hypothesis and another basis for the decision making used in the ADF test is the 

same as the test of null hypothesis with DF. 
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3. RESULTS AND DISCUSSION 
 

3.1 Unit Root Test and Degree of Integration  
 

The problems in the time series data is a problem concerning the stationary data. For the sta-

tionary testing using Augmented Dickey Fuller, the results of the stationarity analysis with ADF are 

shown in Table 1. 

 
Table 1. Unit Root Tests 
 

Variable Constant Trendand Intercept 
Without Trend 

and Intercept 

LPPI -3,1302*** -3,3334*** 3,6177# 

Rf -1,8098# -3,7619** -1,7295# 

Rd -1,7040# -2,3392# -1,2255# 

LS -4,8086* -4,7410* 1,2858# 

LPF -0,8070# -1,3468# 6,6786# 

LKF -3,3794** -3,3366*** -0,4583# 

LKD -1,3739# -1,6211# 0,0993# 

Remark: 

*: stationary at 1%, ** :stationary at 5%, *** : stationary at 10%,  
#: non-stationary at 10 % 

Source : Processed data 

 

 

The analysis results of the unit root test are shown in Table 1. The foreign interest rates, do-

mestic interest rate, exchange rates, foreign prices,forward exchange, foreign capital and domestic 

capital,when specified by calculating the ADF by considering the elements of intercept, trend and 

intercept,without intercept and trend, shows the elements which are not stationary at each varia-

ble at 10%. It is necessary to have the test for the degree of integration on which degree the ob-

served variables is stationary. 

 

 
Table 2. Degree of Integration Test 
 

Variable Constant Trend and Intercept 
Without Trend 

and Intercept 

D(LPPI) -5,4179* -5,7740* -4,6108* 

D(Rf) -4,1882* -4,1617** -4,1470* 

D(Rd) -6,6585* -6,6109* -6,7061* 

D(LS) -6,1984* -6,1954* -6,1018* 

D(LPf) -9,0125* -9,0025* -2,2151** 

D(LKf) -10,1258* -10,1105* -10,1952* 

D(LKd) -7,6090* -7,8492* -7,6619* 

Remark: 

*: stationary at 1%, ** :stationary at 5%, *** : stationary at 10%,  
#: non-stationary at 10 % 

Source : Processed data 

 

 Based on the calculations in Table 2,it shows that the variable of wholesale price index, foreign 

interest rate, domestic interest rates, exchange rates, foreign prices, forwards exchange, foreign 

capital and domestic capital are integrated in the degree 1, I (1). 

 

Cointegration Test. After it was found that the variables used in this study had the same de-

gree of integration, which were integrated on the degree of one, the next step was to test the coin-

tegration using the Johansen cointegration test. Based on the data analysis, the value of trace 

statistics is 332.5032 which is greater than the critical value of 159.5297.Thus, it can be conclud-
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ed that the variables of wholesale price index, foreign interest rates, domestic interest rates, ex-

change rates, foreign prices, forwards exchange, foreign capital and domestic capital were cointe-

gratedin the long term. 

 

 

Table 3. The Regression Anaysis Results of ERPT Estimates by the Use of ECM 

 

Dependent Variables D(LPPI) 
 

Variable Coefficient t statistic 

C -6,1069* -4,3450 

D(RF) -0,0143# -1,0862 

D(RD) 0,0042** 2,1076 

D(LS) 0,2308* 4,6967 

D(LPF) 2,9167* 4,3889 

D(LKF) 0,0240** 2,4089 

D(LKD) -0,0083# -0,4038 

RF(-1) 0,6651* 8,1297 

RD(-1) 0,6598* 7,9269 

LS(-1) 0,8373* 12,3272 

LPF(-1) 1,8872* 8,3744 

LKF(-1) 0,6669* 8,2163 

LKD(-1) 0,6629* 7,8415 

ECT -0,6598* -7,9913 

R2 0,9960  

F statistik 917,5740  

Remark: 

*: stationary at 1%, ** :stationary at 5%, *** : stationary at 10%,  
#: non-stationary at 10 % 

Source : Processed data 

 

One of the key assumptions built into the OLS was that the variant is homoscedasticity. If this 

assumption is not met, there will be a problem of heteroscedasticity. In this research, the detection 

of heteroscedasticity was applied using ARCH. The detection of heteroscedasticity using ARCH led 

to the conclusion that there is no problem of heteroscedasticity in the model. The probability value 

of chi square count is 0.3924 greater than α of 0.05. 

Meanwhile, for detecting autocorrelation, this study used the Serial Correlation LM test. From 

the analysis results, it was found that the probability of Obs * R squareis 0.6790 exceeding the 

level of significance (α) = 5%, so it can be concluded there is no problem of autocorrelation in the 

model used.  The detection of multicollinearity in the variablesof wholesale price index, foreign 

interest rate, domestic interest rates, exchange rates, foreign prices, forwardsexchange, foreign 

capital and domestic capital shows that the variables with no multicollinearityare the variables of 

foreign interest rates, exchange rate, and foreign capital. However, this study did not condut cor-

rective actions, given that multicollinearity occurred in the real conditionin macro economic varia-

bles. If the problem of multicollinearity occurs, the estimated parameters still generate the param-

eters of BLUE (Gujarati, 2004).  

The analysis results show that the variable of foreign interest rates (RF) in the short term is not 

significant to the wholesale price index in Indonesia, but in the long term the variable of foreign 

interest rates had a positive and significant effect on the wholesale price index in Indonesia. With 

the regression coefficient of 0.66, it means that if an increase in the variable of foreign interest 

rates is one percent, the variable of wholesale price index will increase by 0.66 percent. The hy-

pothesis testing results to the variable of foreign interest rates accepted the hypothesis proposed 

in this study. If foreign interest rates rise, it will lead to increasingly high cost of production factors 

to be borne by producers. With the increase in production costs, it will lead to a rise in domestic 

prices so that the domestic prices reflected in the wholesale price index will rise. 
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Meanwhile, for variable of domestic interest rates (LRD), it had consistently positive and signif-

icant effect on the wholesale price index in Indonesia. The positive effect with the meaning of the 

rise of interest rates will cause an increase in wholesale price index. The transmission occurredwas 

through production costs. The interest rate is the cost of the capital used by producers. With the 

increase in the cost borne by producers, it means that it will influence the supply in the form of the 

decrease of supply. In line with theory of cost push inflation, if there is an increase in production 

costs,it will the supply and the prices will rise. 
 

The effect of the changes in exchange rate variable (LS) to the variable of wholesale price in-

dex (LPPI) in Indonesia was the value of Exchange Rate PassThrough. It was the main focus of this 

research. The value of.ERPT is 0.2308 in the short term and 0.8373 in the long term. It means that 

the variable of exchange rates has a positive significant effect on the wholesale price index. When 

compared to the degree of Exchange Rate Pass Through, it shows that in the long term the degree 

of pass-through. is high.It also shows that the sensitivity of the exchange rate changes to wholesale 

price index is high. Based on the hypothesis proposed in this study, it indicates that the results of 

the study accepted the hypothesis in the research. The result of this research almost the same 

value as the research conducted by Beirne and Bijsterbosch (2011). 
 

According to the theory of Purchasing Power Parity (PPP), in case of exchange rate apprecia-

tion, it causes the price of imported goods cheaper. By lowering the price of imported goods, it 

caused a decline in wholesale price index. It applied throughout the study period when in Indonesia 

exchange rate decreased (depreciation). With the depreciation of exchange rate, it caused the 

price of imported capital more expensive. However, the producers in Indonesia did not lower or 

reduce their purchases of imported inputs (capital) due to the structure of the existing industries in 

Indonesia.Most of the capital, both raw and semi-finished materials, (Foreign Direct Invest-

ment)used largely imported goods, so the depreciation of the exchange rate did not mean lowering 

the wholesale price index, instead of raising it. It is in line with a survey conducted by Bank of In-

donesia showing that 40% of respondents from the manufacturing sector was concerned about the 

occurrence of a sharp depreciation of the exchange rate because the portion of the manufacturing 

companies using imported raw materials is large enough or equal to 35% of the total manufactur-

ing industries. The weakening of the exchange rate will cause a rise in production costs (Surjaning-

sih and Savitri,2014). 
 

The degree of the pass through of consumer block was much smaller than the degree of the 

pass through of manufacturer block because the effect of exchange rate changes will directly af-

fect the path of the producers with over imported products. It is often said to be the direct chan-

nnel of passthrough. It is in line with the research conducted by Bacchetta and Wincoop (2003) 

which states that the Exchange Rate Pass Through from the side of consumer price is smaller than 

the ERPT on import prices. 
 

The research results for the variable of foreign price level (LPF) to the wholesale price index 

(LPPI) in both the short and long term were positive and statistically significant. It means that the 

increase in foreign will raise the wholesale price. In the short term, the results of the regression 

coefficient indicates that the effect of foreign prices on the Wholesale Price Index is much larger 

than the effect in the long-term.  

 

Furthermore, for the variable of foreign capital (LKF) in both the short and long-term, it has a 

positive and significant effect on the wholesale price index. When foreign capital used in the pro-

duction process is increasingly large, it causes increased production costs. It is caused by the capi-

tal employed to be paid by Rupiah depreciating against the Dollar. Consequently, the Wholesale 

Price Index increased. The research results differ from the ones conducted in developed countries. 

In developed countries, it shows that there is a negative association between the openness of cap-

ital markets and inflation (Mukherjee,2011). 
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The research results on domestic capital (LKD) is different from the ones on foreign capital 

because in the short term the domestic capital was not significant to the wholesale price index. 

The effect of domestic capital on the wholesale price index was positive and significant in the long 

term. In the two kinds of capital resources, the effect of foreign and domestic capitals in the long 

term on the wholesale price was positive. It suggests that foreign and domestic capital did not 

substitute each other, but they were complementary. Thus, the process of expenditure switching to 

the use of capital in Indonesia in the long term did not occur in Indonesia. Foreign and domestic 

capital were complementary. It is in line with the Neo Classical theory which states that foreign 

capital flows should function as a complement not a substitute for domestic capital from domestic 

savings and investment gap (Warjiyo and Juhro, 2016). 

 

CONCLUSION  

Based on the analyzed before, it conclued that Exchange Rate Pass Through in the long run is 

bigger than in the short run.The results of the variables influencing the wholesale prices in the 

short term are the level of domestic interest rates, foreign prices, exchange rates, forward ex-

change, and foreign capital. Mean while in the long term, the variables that affect the wholesale 

pricesare foreign prices, exchange rate, forward exchange, foreign and domestic interest rates, and 

the amount of foreign and domestic capitals.Concerning the use of foreign and domestic capitals, 

the mechanism of expenditure switching between foreign and domestic capitals only happens in 

the short term, while in the long term the expenditure switching does not occur. It indicates that in 

the long term the association between foreign and domestic capitals is complementary. 

 Implication. The research results show that the effect exchange rate to inflation in Indonesia 

(as measured by whole price) is positive with the ERPT value of 0.2308 in the short run and 

0,8373 in the long run. Then, it can be taken into the consideration for determining the inflation 

control policy in Indonesia.The direct effect of exchange rate changes on inflation is quite high so 

that the Bank of Indonesia should pay more attention to the changes in exchange rates in order to 

maintain the inflation rate in Indonesia. 
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 There are two fundamental reasons why governments should force 

capital controls, to constrain the appreciation of exchange rate, and 

to deal with the excessive resort to foreign debts that lead to more 

crisis vulnerability. Subsequently, this paper looks at the impact of 

capital controls to decrease the volume of foreign borrowing and 

the exchange rate vulnerability through the analysis of a panel of 

60 developed and developing countries over the period 1995-

2019. A panel vector auto-regression approach was utilized to 

develop the empirical study. Results show that capital controls as 

an instrument of restrictive policies are unable to reduce foreign 

debts and also fail to limit the exchange rate appreciation. There is 

no clear evidence that policies using capital restrictions are related 

to a high level of financial market instability. 
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INTRODUCTION 

With the beginning of capital account liberalization in 1973, progression approaches have 

quickened dependent on the indicators of financial liberalization. An economic opening has permit-

ted nations, particularly in the developed countries, profit to a large type of financing, especially in 

the form of borrowing, which was already non-existent (Abiad, Oomes, and Ueda, 2008; Bekaert,  

Harvey, and Lundblad, 2005). Also, the procedure of capital account liberalization ascending the 

dread of the exchange rate appreciation. Unfavorable judgment has been formulated at capital 

account liberalization since the mid-1990s in diverse structures, for example, raised inequalities 

and poverty, financial instability, and expanded macroeconomic imbalances (Broner and Ventura, 

2010; Rodrik, 1997; Bayoumi, and Koujianou, 1989). As of late, discussions were watched due to 

the expansion in the volume of external debts for poor countries as well as for rich countries. The 

normal outer of foreign borrowing of all categories of income nations indicated an extensive incre-

ment in the low-and middle-income nations toward the start of the 1980s. It was noticed that a 

critical increment in these debts happened toward the start of the 1990s. 

It is arguable if capital controls ought to be looked like a viable instrument for policymakers for 

handling capital flows. This subject has gotten one of the central arrangements in the G20 under 

the French Presidency in 2011 and has been discussed significantly by the IMF and other universal 
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establishments (Hoenig, 2013).  It seems that just restricted advancement has been made so far 

notwithstanding the sound finishes of G20 on the management of capital flows. Development of 

financial markets is considered as an important step for economic growth with capital liberalization 

and access to foreign financing is a fundamental source for the variegation of hazard and invest-

ment (Pasricha, Falagiard, Bijsterbosch, and Aizenman, 2017).  Despite what might be expected, 

policymakers have been centering the dangers establishing from free capital flows for the financial 

and macroeconomic solidness targets of developing nations. This analysis inspects the perfor-

mance of capital restrictions policies to decrease the external debts and the over-evaluation of the 

currency. Although there are large essays on the impacts of capital controls, regrettably, there are 

fewer examinations that investigate this matter. Besides, these relationships have no theoretical 

basis. Subsequently, this examination contributes to the previous studies about the capital con-

trols to reduce the foreign borrowing and the problems of currency through a different approach of 

a PVAR model suggested by Love and Zicchino (2006). This regression joins the upsides of the 

conventional Vector Autoregression (VAR) with the benefits of panel data. Fundamental VARs take 

into account the examination of a set of endogenous factors operating at the same time. The in-

vestigation has utilized ongoing indexes of restrictions on capital flows suggested by Chinn and Ito 

(2017) and other indexes from Fernandez et al. (2016) to clarify the evolution of foreign borrowing. 

The examination is divided between developing and advanced nations. This division can help 

approve the findings. Developing countries are normal to have more powerful findings than rich 

nations in light of their excessive use of capital restrictions.  Thus, the capital controls have devel-

oped during the time of the study, and the effect desired may vary given the time scale. Conse-

quently, the analysis has isolated the examination into two-time interval, before the crisis (1995-

2008) and after crisis (2009-2019). We expect that the second period is more symbolic consider-

ing that restrictions policies are utilized more extensively after the crisis. The paper is composed as 

follow: the second section shows a literature summary on the relationship of capital restrictions 

policies and external debts / over-evaluated exchange rate. Section III introduces the empirical 

analysis, the model's specification and the findings of the regressions. Section IV examines these 

findings and Section V presents the policies needed to deal with these issues. 
 

 

1. RELATED LITERATURE 

The international reserves accumulation formed by a nation depends on various reasons for 

an act in the foreign exchange market in order to protect a fixed exchange rate regime, for creating 

a protective stock as prevention against crisis and to deal with an eventual fluctuation of the na-

tional currency. The preventive reason was often one of the essential motivation for the detention 

of reserves. This methodology has been, consequently, the attention of various examinations on 

international reserves starting after the collapse of the Bretton Woods framework. At any time 

there are signals of expected crises, the adequacy of international reserves becomes a central 

debate to avoid it. According to this practice, emerging countries must set up a treasury to prevent 

eventual external financial imbalances. There are many kinds of shocks. Landell-Mills (1989) sug-

gests that exchange reserves should envelop the urgent spending for imports based primarily on 

the act of international reserves as a necessary tool for adjusting the country's external accounts. 

It is necessary for an economy buying from outside indispensable goods needed for consump-

tion or local production to have a sufficient regulating stock of international reserves despite weak 

foreign financing.  From this statement, the ratio relating foreign exchange to imports is based on a 

measure of reserves sufficiency. This measure draws its foundations from a direct economic ex-

planation which is especially appropriate for poor countries. At the beginning of 1990, the deten-

tion of international reserves was analyzed as a requirement to guarantee the immediate reim-

bursement of foreign borrowing. This explanation has become true with the wide integration of 

emerging financial markets into the international financial system.  With this debate of internation-
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al reserves adequacy, the incorporation of short-term external debts is constructive to provide im-

portant information's from the international financial markets. 

Twenty years ago, a more developed statement of the adequacy of reserves to short external 

debts is proposed by the Greenspan-Guidotti rule. The studies begin to observe the negatives im-

pacts of sudden stops of capital flows on the macroeconomic conditions happening after recurrent 

crises in emerging markets during the past two decades. This has motivated more attention to the 

regulatory role of the international reserves that can deal with the inconvenience of external ac-

count imbalances. Jeanne (2016) suggests that exchange reserves are considered as a guarantee 

arrangement that can reduce the likelihood and magnitude of sudden reversals. It is often sug-

gested that a minimum of 10% of GDP reserves is appropriately needed to prevent international 

shocks. Finally, theoretical studies fail to explain the emergent economies' accumulation of re-

serves as an efficient guarantee for the threat of sudden stops. 

According to Alberola, Erce, and Serena, (2016), The reserves adequacy rule makes it possible 

to ensure liquid assets to the householders, and also can resolve the shortage of foreign financing 

in crisis periods. Thus, a sufficient stock of international reserves promotes the capacity of the 

central bank as a lender of last resort. This practice constitutes a lesson learned following the 

2008 financial crisis and in periods of imbalances in capital markets. Several studies have also 

focused on the relationship between reserves accumulation and external debts (Gelos, Sahay, and 

Sandleris, 2011; Alfaro and Kanczuk (2009); Bianchi et al., 2013). According to Alfaro and Kan-

czuk (2009), an optimal strategy for managing capital flows fails to support an excessive accumu-

lation of reserves. On the opposed, Bianchi et al. (2013) disprove this opinion and suggested that 

reserves constitute ideal insurance for future and uncertain changes in the cost of external debts. 

An opportunity offered to a government is to build up a stock of foreign exchange when the 

cost of borrowing is low. The government may in the future issue reserves and long-term bonds 

once the cost of debts becomes greater. Thus, a country is encouraged to hold exchange reserves 

following a prediction that the cost of borrowing will increase in the future . The mercantilist litera-

ture supports the accumulation of reserves, but this support becomes more difficult in the world of 

international finance if the country accumulates the reserves as prevention against the undesira-

ble hazards of international capital markets. The local currency can depreciate following an accu-

mulation of reserves or following a deliberate instrument as is presented by Obstfeld et al. (2009). 

The authors show that several emerging economies buy financial assets in dollars and sell the 

national currency, which caused the depreciation of the local currency. In terms of international 

trade, the accumulation of international reserves can artificially promote the commercial sector by 

providing a sort of comparative advantage. However, this policy has failed to improve welfare in 

both theoretical and empirical studies. Until 2007, the precautionary reason was preferred over 

the mercantilist approach to explaining the accumulation of international reserves (Delatte and 

Fouquau, 2012). Likewise, Aizenman (2008) presented in a theoretical study that the mercantilist 

approach for accumulating reserves leads to a deterioration in well-being. This approach must be 

combined with precautionary measures in order to ameliorate the social welfare. 

Some studies explain the international reserves accumulation by the excess of government re-

strictions applied to the domestic financial market. According to Dooley, Folkerts-Landau, and Gar-

ber (2004), a continual current account excess and high foreign exchange stock are mainly the 

consequences of these government restrictions. As a result of large credit banking restrictions, 

domestic companies use their precautionary savings to accumulate more exchange reserves. The 

high restrictions on credits to the private sector generate a disparity between investment and local 

savings. The study of Dooley, Folkerts-Landau, and Garber (2004) is part of the literature studying 

the early warning signals of crisis, and empirically examined the impact of accumulating foreign 

reserves during the 2008 crisis. Several economists have approached this question differently and 

the results have sometimes been contrary. In their empirical study giving the 2008 crisis, Obstfeld, 
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Shambaugh, and Taylor (2009) use many explicative variables and the adequacy ratio of interna-

tional reserves is among the most influential variable used. 

 The authors have detected that reserves become more significant when associated with short-

term debt. Unfortunately, their analysis neglects the role of restrictions policies in link with the re-

serves accumulation. A policy paper (2010) established by IMF during the 2008 crisis has shown 

that greater possession of international reserves is an interesting way for emerging countries to 

reduce the impact of the crisis on their economies but also they must accept a decrease in returns. 

The practicality of reserves is not assured forever it rather depends on a determined threshold. The 

countries with more liberalized capital movements are the most affected by considerable imbal-

ances. Similarly, some studies (Frankel and Saravelos (2012); Comelli (2014)) find that interna-

tional reserves are important determinants for the recent crisis and also as an early indicator of 

financial imbalances The importance of international reserves is noted in several studies. For ex-

ample, Liping (2010) and Aizenman et al. (2011) viewed reserves as one of the important varia-

bles during the 2008 crisis. In several economies, especially the emerging, the strong pressure on 

the financial market lead to a compromise between the depreciation of the exchange rate and the 

loss of foreign exchange reserves. According to these studies, most of the emerging countries stud-

ied prefer a depreciation of their currency rather than reducing their international reserves. Aizen-

man et al. (2011) find that the fall in foreign exchange follows a logistic curve and must not exceed 

one-third of the global volume of reserves before the crisis. Ruiz-Arranz and Zavadjil (2014) find 

that higher international reserve stock is often linked with greater 'after-crisis' economic growth. 
 

 

2. MODELS SPECIFICATION AND DATA 

This part begins with a presentation of the empirical method to analyze the adoption of restric-

tive policies. Particularly, the main target is to determine the factors that separate countries refer-

ring to their selection of restrictive policies, the choice to raise or decrease these restrictions or the 

global level of controls reached and preserved by a government. The model followed to determine 

these factors Zi,t of an economy i which relates the level of controls on capital flows is given by the 

equation: 

     (1) 

While the model which associate the factors Zi,t to the diverse changes in capital controls is 

written as follows: 

     (2) 

 

∆CONTROLSi, t represents a dummy variable, it takes the value 1 when the economy decides 

to raise capital controls in the year t and the value 0 if the economy keeps the same level of con-

trols. The regression is executed for cases if restrictions are decreased in a second model designa-

tion. Thus, ∆CONTROLSi, t=1 when the economy eases restrictions in year t and ∆CONTROLSi, t=0 if 

current restrictions maintained unchanged. We use a panel vector autoregression to tests the two 

equations. To take into account the presence of a frequent and regular time scale in capital con-

trols, we introduce a time effect ∂t  in both models. For equation 2, capital controls are reintro-

duced for a few years specific to the dates of application of these controls. For this reason, the 

selection of temporal dummy variables is less visible while robust errors can be observed during 

the regressions. An important fact is the endogeneity of capital controls. The empirical literature is 

rich with the influence of capital controls on several determinants of the financial and macroeco-

nomic sphere, which give more importance to this concern that equivalent effects cannot be clearly 

described. This is due to the endogeneity of restrictions policies that can have a direct and indirect 

result of the variables similarly constructed. Fortunately, this problem does not arise here, because 
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the analysis focuses on the characterization and describing of these aspects (Z i,t) which are differ-

ent before and after the crisis. Also, the expected reason is that these aspects can be influenced 

by controls. This analysis tries to study partly this concern by measuring the values taken by these 

factors for previous periods, "Zi,t-1.". 

We study in a second stage the temporal conduct of these factors Zi, previously and following 

the 2008 crisis. We mainly search to know if the macroeconomic fundamentals in some countries 

motivate a reinforcement of capital controls in a given year in comparison with the countries which 

apply these controls in a consistent manner and also with the countries which have decreased the 

actual controls. The analysis of countries modifying their capital control either by strengthening, 

reducing or keeping it unchanged, is similar as for the second equation. Besides, the eventual en-

dogeneity of restrictive policies allows that the associations aimed in this study cannot be inter-

preted as causal links. The study is performed for a panel of 60 developed and emergent econo-

mies during the period 1995-2019. The choice of the countries sample is motivated by the availa-

bility of data on capital controls. A central concern is the introduction of the capital controls aspect 

into empirical modeling, which is very difficult. The capital controls are reflected by the index of  

Chinn & Ito (2017) "kaopen" and by four indexes presented in Fernandez et al (2016)  "Ka, Kai, 

Kao, and Eq". Mostly, all indexes are de jure allowance, which gives signs about the expectations of 

government decisions in comparison to the real result of de facto capital account liberalization . 

The previous proxies of capital controls allow a study for a big sample of countries and for 

lengthy years; therefore, we have chosen these proxies to reflect the capital controls aspect. The 

choice of these proxies is also decided when similar results are founded with several empirical 

robustness tests carried out for other indicators of financial openness (Bekaert, Harvey, and 

Lundblad, (2011); Quinn, Schindler, and Toyoda, (2011)). These capital control indexes (Chinn & 

Ito (2017) and Fernandez et al (2016)) are set so that a higher value represents a larger range of 

restrictions of capital flows. 

 

 

 

Figure 1: Progression of Controls Since 1996 

 

 

Figure 1 shows the change of capital controls after 1996 for developing and developed econ-

omies. The figure present clearly a general tendency approaching restrictions and liberalization, 

thus, important differences are observed between countries along the analysis period. This evolu-

tion define a clear illustration that remarkable disparities between countries in restrictive policies 

become evident in recent years. 
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Figure 2. Restrictions on Capital Flows  

 

 

Figure 2 shows the evolution of restrictions on capital flows over the period of the study. The 

graph is interesting with an almost decrease pace of capital controls before the crisis. The increase 

in these controls is clearer after the global financial crisis. Since 1995, it is  remarkable that 2009 

is defined as a starting year for an increased restrictions proceeded by emergent economies. 

 
 

Table 1. Summary Statistics 
 

Variable Mean SD Min Max 

Capital Control Indexes 

Fernandez et al (2016) indexes 

Ka 0.37 0.219 0 1 

Kai 0.29 0.424 0 1 

Kao 0.39 0.418 0 1 

Eq 0.41 0.420 0 1 

Chinn and Ito (2017) index 

Kaopen 0.86 1.559 -1.90 2.37 

Main Variables 

Foreign Debt 0.73 1.332 1.62 3.21 

Exchange policy 0.74 1.12 1.45 3.92 

 
 

A summary of the statistics of the regressions variables used is presented in Table 1. To reach 

an adequate comparison between the estimated parameters of our variables, all the factors were 

normalized to a zero mean and a standard deviation of the unit. Among the four indexes of Fer-

nandez et al (2016), the first variable is 'Ka' which represents the control of capital outflows. The 

other three variables are 'Kao, Kai and Eq', which are the controls on capital inflows. These differ-

ent indicators have shown an association of capital controls with foreign debt. The indicator pre-

sented by Chinn and Ito (2017) is 'kaopen'. It measures the restrictions on capital flows (inflows 

and outflows) for a country. It is specified as the 'global liberalization' of each economy. We use the 

level, variation, and volatility of capital flows as proxies of changes in capital controls. We analyze 

the global inflows and outflows along with the empirical study. A proportion of change is deter-

mined in comparison to the level of controls in the previous year. All capital flow indicators are cal-

culated as a percentage of GDP. Consequently, in order to differentiate between the size of capital 

flows relative to the importance of other factors, in particular by analyzing foreign debt, we have 

normalized these capital flows in association to GDP. Table 2 presents the definitions of variables 

utilized in these regressions. 
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Table 2. Variables Definition 
 

Variables Definition 

Current account  It  measures international transfers of capital and 

trade balance. 

Depreciation tendency The loss of value of a country’s currency against 

one or more foreign reference currencies.  

Differential interest rate  A difference in the interest rate between the domes-

tic and foreign country. 

Foreign borrowing External debts. 

FX reserves Cash and other reserve assets held by a central 

bank or other monetary authority that are primarily 

available to balance payments of the country. 

FX regime The way a monetary authority of a country or cur-

rency union manages the currency in relation to 

other currencies and the foreign exchange market. 

 

 

3. RESULTS 

This part displays and interprets the findings of the equations defined previously. We investi-

gate the act of exchange rate to stimulate restrictions policies. The regressions results for the lev-

els of capital controls in Equation 1 and for the changes in controls in Equation 2 are presented in 

Table 3. The results revealed significant confirmation that the level and variation in capital controls 

are linked with exchange rate regimes. Therefore, there is a strong relationship between the both 

policies, foreign exchange, and capital control. 

 
 

Table 3. Control Capitals Level and Variation 
 

 Level Variation 

 Pre-2009 Post-2009 Pre-2009 Post-2009 

Current account 
-0.257 

(0.232) 

-0.634 

(0.624) 
 

-0.288** 

(0.057) 

 

Depreciation tendency 

 

-0.297*** 

(0.0578) 

 

-0.325 

(0.821) 

 

0.310*** 

(0.009) 

 

 

Differential interest 

rate 

 

0.687*** 

(0.001) 

 

0.634** 

(0.046) 

 

0.410*** 

(0.001) 

 

0.690*** 

(0.003) 

 

Foreign Debt 

 

0.650** 

(0.031) 

 

0.698*** 

(0.002) 

 

0.768** 

(0.032) 

 

1.413*** (0.003) 

 

Level_FX reserves 

 

-0.0321 

(0.0375) 

 

0.368 

(0.0489) 

 

 

0.281 

(0.0621) 

 

Float_FX regime 

 

-1.240*** 

(0.002) 

 

-0.086*** 

(0.001) 

 

-1.680*** 

(0.003) 

 

-0.647*** 

(0.002) 

 

Countries 

 

60 

 

60 

 

60 

 

60 

R-squared 0.285 0.314 0.469 0.484 

 

Standard errors in parentheses. ***, **, *, indicate significance at 1%, 5% and 10% 
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The results show that capital controls are considerably influenced by other aspects than for-

eign exchange policy and foreign debts and are more likely to cause an increase in these re-

strictions. Besides, a depreciation tendency of the currency fluctuation is linked with a small likeli-

hood and a large potentiality to decrease post-crisis restrictions. The association between capital 

controls and foreign exchange policy is above all conditioned by the exchange rate regime pre-

ferred by a country. Countries that have a float exchange regime and target inflation through their 

monetary policy are less able to institute restrictions on capital flows to accomplish their strategic 

objectives. Besides, after the crisis, countries targeting inflation have less margin and less flexibil-

ity to act through capital controls compared to countries not targeting inflation. Table 4 displays 

the results of the regressions of segregating restrictions into inflows and outflows. As well for in-

flows and outflows, the results are very similar. Alike, the results are not different taking into ac-

count the differences between the groups of countries, some coefficients have, however, less sig-

nificant coefficients using selective countries models (Table 5). 

 
 

Table 4. Inflows and Outflows Controls 
 

 Inflows Outflows 

 Pre-2009 Post-2009 Pre-2009 
Post-

2009 

Current account 
-0.0366 

(0.226) 

-0.172** 

(0.038) 
 

-0.043** 

(0.044) 

 

Depreciation tendency 
-0.0354 

(0.329) 

0.0613 

(0.285) 

-0.0632 

(0.141) 

 

 

Differential interest rate 
0.0356** 

(0.032) 

0.0514 

(0.167) 

0.0914*** 

(0.002) 

 

 

Foreign debt 
0.0768 

(0.184) 

0.0654 

(0.275) 

0.0587 

(0.169) 

0.322* 

(0.064) 

 

FX reserves - level 
0.0354 

(0.225) 

0.0297 

(0.157) 

 

  

FX regime -- float 
-0.287*** 

(0.002) 

-0.098* 

(0.075) 

-0.571*** 

(0.004) 

-

0.871*** 

(0.003) 

 

Countries 60 60 60 60 

R-squared 0.122 0.245 0.765 0.847 

 

Standard errors in parentheses. ***, **, *, indicate significance at 1%, 5% and 10% 

 

 
Table 5. Selected Countries Sample 
 

 Developing countries Developed countries 

 Pre-2009  Post-2009  Pre-2009  Post-2009  

Ka -0.852 

(0.023) 

-0.739 

(0.568) 

 -0.899* 

(0.398) 

 

Kai -0.514 

(0.331) 

-0.421 

(0.756) 

-0.297 

(0.210) 

-0.198** 

(0.036) 

 

Kao -0.0301 

(0.191) 

-0.0542 

(0.131) 

0.0497*** 

(0.0021) 
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Eq 0.687 

(0.542) 

0.0355 

(0.878) 

0.731 

(0.395) 

 

 

Kaopen -0.231*** -0.452*** -0.275*** -0.522*** 

 

Countries 

(0.002) 

30 

(0.004) 

30 

(0.008) 

30 

(0.007) 

30 

R-squared 0.482 0.341 0.642 0.245 

 

Standard errors in parentheses. ***, **, *, indicate significance at 1%, 5% and 10% 

 
 

The results in Table 6 display for both, level or variation in capital flows, that there is no clear 

indication that they represent a fundamental indicator of restrictions policies. This refers to the 

case that massive inflows, outflows and also average variation in these flows are usually associat-

ed with a reduced level of restrictions on capital flows. Besides, having excessive inflows and out-

flows of capital in the previous year, reduce the likelihood that countries increase controls. Accord-

ing to the previous results, it is not important to not interpret them causally. Countries with large 

flows have the ability to differ in other directions from economies with similarly small fluctuation or 

a lower level of flows. Specifically, in the present sample, capital flows are defined according to the 

size of the economy in comparison to the extent of the financial system. There has been important 

to distinguish the fluctuation and the volume of flows from other potential aspects that affect the 

choice of restrictions policies like related to foreign borrowing, for example. 

 
 

Table 6. Capital Controls in Level and Variation 
 

 Pre-2009  Post-2009  Pre-2009  Post-

2009  

Capital outflows 0.637*** (0.001) 0.587*** 

(0.006) 

-0.647*** 

(0.005) 

-0.492*** 

(0.002) 

 

Capital inflows 

 

     -0.272* 

     (0.096) 

 

   -0.292* 

   (0.081) 

 

      -0.381 

       (0.401) 

 

-0.372** 

(0.043) 

 

Net capital flows 

 

 0.313***     

(0.001) 

 

0.751*** 

(0.003) 

 

 0.232***   

(0.008) 

 

0.211*** 

(0.005) 

 

Change capital outflows 

 

     -0.714 

      (0.317) 

 

   -0.413 

   (0.398) 

 

     -0.587 

      (0.431) 

 

 

Change capital inflows 

 

      0.205 

      (0.371) 

 

   0.0754 

   (0.381) 

  

 

Change net capital flows 

 

 -0.471** 

 (0.020) 

 

-0.413** 

(0.043) 

 

     -0.190** 

    (0.044) 

 

-0.031*** 

(0.006) 

 

Global liberalization 

 

      0.351 

     (0.324) 

 

      0.271 

    (0. 549) 

 

      0.251 

     (0.471) 

 

 

Countries 

 

60 

 

60 

 

60 

 

60 

R-squared 0.0351 0.0256 0.230 0.325 

 

Standard errors in parentheses. ***, **, *, indicate significance at 1%, 5% and 10% 

 

 

 

 



 

Chokri Abdelmajid Zehri /  
Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 149-159 

 

 

158 

CONCLUSION 

The objective of this research is to determine if restrictive policies have an essential act in re-

ducing the level of foreign debts and limiting the appreciation of the exchange rate. The main con-

tribution was not only to explain why governments resort to capital controls but also to determine 

the effectiveness of restrictions policies in decreasing foreign borrowing and exchange rate over-

valuation, respectively. 

The results show that the countries with more capital controls dispose of undervalued ex-

change rates and also have more exchange rate fluctuation. Besides, the fixed exchange rates 

regimes and the policies targeting others' targets than inflation gives governments more capabili-

ties to expand restrictions policies on capital flows, this fact is clearly observed in the mid-1995s. 

The results presented no empirical confirmation on the relationship between restrictions poli-

cies on capital flows with the size and fluctuation of these flows. Likewise, policymakers do not 

seem to decide the use of capital controls as a response to excessive fluctuation or stress in the 

financial markets. The most widely supported idea of these decisions on capital flow policies is 

rather based on problems about the domestic economy, notably, in relation to inflation, the fluctu-

ation of production and a large development of the credit market. 

Thought, the use of capital controls is usually due to the lack of an independent and autono-

mous monetary policy. Countries with fixed exchange rate regimes and small financial systems are 

less free to use exchange rate policies to ease pressures on the national currency. Consequently, 

policymakers faced the challenge to use capital control policies. This recourse is essentially due to 

the volatility, even if reduced, of capital inflows. Recently, several countries have rapidly introduced 

capital controls (Greece, 2015) and others believe that the previously established controls should 

be continued for additional periods (Argentina, 2019), showing that this risk becomes a truth. 
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 This study offers a contribution to the theories of corporate govern-

ance mechanism and corporate financial performance and their 

effects on the corporate value. It also recommends references for 

the corporates about corporate value and for the prospective inves-

tors about investing in particular corporate with precise, effective, 

and efficient investment decision. This study performed an as-

sessement of mediating effect of corporate financial performance 

on correlation between corporate governance mechanism and cor-

porate value. This study used internal mechanism as independent 

variable under the argument that internal mechanism was easier to 

be controlled by the corporate. The study applied four internal 

mechanisms of the corporate governance as independent variables, 

i.e. managerial ownership, institutional ownership, independent 

commissioner, and audit committee. Population for the study were 

financial firms listed in the Indonesia Stock Exchange selected 

through a purposive sampling technique. This study applied a path 

analysis method to test the hypothesis and sobel test on the media-

tion of the corporate financial performance. The study found a sig-

nificant effect of the corporate governance mechanisms (manageri-

al ownership, institutional ownership, independent commissioner, 

and audit committee) on corporate value. Therefore, it was proven 

that the corporate financial performance had mediated the effect of 

the corporate governance mechanism on the corporate value. 
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INTRODUCTION 

This study aims to assess the effect of corporate governance mechanisms on corporate value. 

Previous study finds that the corporate governance mechanisms are necessary to minimize prob-
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lems during the efforts towards a good corporate governance (Luthan et al., 2016). Problems re-

lated to good corporate governance (GCG) occur because of involvement from externalities (e.g. 

investors) in funding the corporate activities, investment and growth. The external involvement in 

funding the corporate may separate the involving parties to the corporate activities (Liu et al., 

2016). Among the involving parties are principal as the corporate capital owner and agent, the 

corporate management, as the ones who manage the corporate. The principal-agent separation 

may rise different interest (Liu et al., 2016). The principal’s interest relates to great benefit that 

affects the return, whereas the agent’s interest relates to reward as a compensation of his or her 

achievement in working for the corporate. The difference in interest offers potential benefit for 

certain individuals, in particular the agent at the expense of the principal (Wang 2017b; Mansour 

2014). The agent takes the opportunity of having more information to gain personal benefit (Mu et 

al., 2016). Corporate governance mechanisms are introduced to minimize the self-fulfilment be-

havior of the agent at the expense of the principal (Luthan et al., 2016). The corporate governance 

mechanisms are expected to be a series of control mechanisms for the agent to improve the cor-

porate management and to increase the corporate value (Kusnadi, 2011; Lozano et al., 2016). 

Previous studies have generally proven a positive and significant effect of corporate govern-

ance mechanisms on corporate value. Kusnadi (2011); Lozano et al., (2016); Schmidt and 

Fahlenbrach (2017) find that the corporate governance mechanism affected the corporate value. A 

Research conducted by Lozano et al., (2016), who assessed the effect of corporate governance 

mechanism on earning quality and corporate value, find a significant effect of the corporate gov-

ernance mechanism on the corporate value. Gill and Obradovich (2012), in their study on the ef-

fect of corporate governance  mechanisms and financial  leverage on the corporate value in the 

United States also find a significant effect. Lozano et al., (2016), who tested the effect of the cor-

porate governance mechanisms on corporate value, find that managerial ownership had a positive 

and significant effect on the corporate value. However, some other researchers revealed the oppo-

site results where either negative effect or no effect was found. Corporate governance mecha-

nisms did not have a significant effect on corporate value. Chabachib et al., (2019) investigates 

the effect of corporate governance mechanisms on corporate value of financial firms in Indonesia 

and finds an not significant effect, arguing that investors in Indonesia tended to buy stakes for 

capital gain and to buy and sell them on daily basis without considering the corporate long-term 

sustainability. Chabachib et al., (2019) who investigated the effect of corporate governance mech-

anisms on corporate value also find that institutional ownership and audit committee had a posi-

tive but not significant effect on corporate value. 

There have been various conclusions of the effect of corporate governance mechanisms on 

corporate value. In other words, a research gap has been found. The researchers expected mediat-

ing variable that links the corporate governance mechanisms to the corporate value (Baron and 

Kenny, 1986). Such expectation has led the current study to add in corporate financial perfor-

mance as a mediating variable that linked the effect of corporate governance mechanisms to cor-

porate value. Argument that became a reason for adding in the corporate financial performance as 

the mediating variable was that the corporate governance mechanisms are basically a system (in-

put, process, output) and a series of regulation, which regulate stakeholders. More specifically, a 

regulation that binds shareholders, board of commissioner, and board of directors, towards the 

corporate goals (Luthan et al., 2016). Corporate financial performance is one of factors considered 

by prospective investors to determine stock investment (Chabachib et al., (2019). For a corporate, 

keeping and improving financial performance are mandatory for the existence of the stock and for 

attracting the investors (Abreu, 2016; Vo and Ellis 2016; Wang, 2017a). Corporate governance 

mechanisms become key elements in improving efficiency and economic value. It involves rela-

tionship between management, board of commissioner, shareholders, and stakeholders (Li and 

Zaiats, 2017).  Corporate governance mechanisms also provide a structure that facilitates the goal 

determination of the corporate and a performance monitoring technique. 
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Concerning the corporate financial performance, financial statement published by the corpo-

rate is a reflection of the corporate financial performance. Financial statement is the end process 

of an accounting that aims to provide financial information to explain the corporate condition in a 

particular period (Abreu, 2016). Measuring financial performance has become an indicator used by 

the investors to evaluate a corporate as reflected by its stock value displayed in the Indonesia 

Stock Exchange. The better the corporate performance, the higher return the investors will gain 

(Weng and Chen, 2016). Usually investors will look for corporates with the best performance where 

they invest their capital.  

 

 

1. LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT 
 

1.1 Corporate Value  

Corporate value is defined as market value. It is reflected by the corporate stock market value 

(price). The company's value becomes a reference for investors regarding their interest in invest-

ing. The value of the company can be seen from the price of shares and company profits that are a 

result of investors investing in companies. Company value is investors' perception of the level of 

success of a company that is often associated with stock prices. High stock prices make the value 

of the company also high, and increase market confidence not only in the company's current per-

formance but also in the company's future prospects. Maximizing the value of the company is very 

important for a company, because maximizing the value of the company also means maximizing 

the company's main goals. Increasing the value of the company is an achievement in accordance 

with the wishes of its owners, because with increasing company value, the welfare of the owners 

will also increase. Chabachib et al., (2019) defines corporate value as a price the prospective 

buyers agree to pay when the corporate is being sold. Corporate value is important because it can 

provide a maximum prosperity to the shareholders when the value increases (Chabachib et al., 

2019). The higher the stock price, the higher the corporate value, and, in turn, the higher the gain 

the shareholders will obtain (Brigham and Gapenski, 1996). The shareholders and corporate rich-

ness are represented by the stock price in the market place as a result of investment decision, 

financial and asset management (Brigham and Gapenski, 1996). To obtain the corporate value, 

investors delegate the corporate management to professionals as managers or commissioners. 

 

1.2 Corporate Governance Mechanism 

Corporate governance mechanism aims to assure that the actions taken by the management 

team is truly for the shareholders’ interest. Iskander and Chamlou (2000) argue that monitoring 

mechanism in the corporate governance can be divided into two categories, i.e. internal mecha-

nism and external mechanism. The former relates to board or commissioner/directors, managerial 

ownership, institutional ownership, size of audit committee and executive composition. The latter 

relates to market control and debt financing. This study used internal mechanism as independent 

variable under the argument that internal mechanism was easier to be controlled by the corporate. 

The study used four corporate governance internal mechanisms to find out the effect on the corpo-

rate value, i.e. managerial ownership, institutional ownership, independent commissioner, and 

audit committee. Managerial ownership is a situation where managers become corporate share-

holders. In financial statement such condition is illustrated by the percentage of the corporate 

shareholding by the managers. It is an important information for the users of the financial state-

ment. Therefore, managerial ownership is disclosed in the financial statement. Managerial owner-

ship is a proportion of shareholders from the management who actively participate into the corpo-

rate decision-making (directors and commissioners). The managerial ownership may lead to an 

interesting assumption that the corporate value increases when the managerial ownership in-



 

Bestari Dwi Handayani, Abdul Rohman, Anis Chariri and Imang Dapit Pamungkas /  
Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 161-171 

 

 

164 

creases (Ryu and Yoo, 2011). Managerial ownership indicates the uniformed interest between the 

management and the shareholders. The greater the corporate managerial ownership, the better 

the corporate performance for the shareholders’ and the corporate interest (Ryu and Yoo, 2011). 

 Institutional Ownership is a shareholding by government, financial institution, legal body, for-

eign institution, surrogate financing, and other institutions in the year-end. The public corporate 

ownership structure in Indonesia is very institutionally concentrated. The institution, instead of 

individual, owns the public corporation. Jensen and Meckling (1976) contend that institutional 

ownership plays an important role in minimizing agency conflict between managers and share-

holders. The presence of institutional investors is believed to help to perform effective monitoring 

mechanism in each decision made by the managers (Schmidt and Fahlenbrach, 2017). It is be-

cause the institutional investors are involved in strategic decision-making, so that they do not nec-

essarily trust in gain manipulation (Lin and Fu, 2017). The greater institutional ownership, the 

more efficient the corporate asset use. Therefore, the proportion of the institutional ownership acts 

preventively against excessive spending by the management. The greater institutional ownership 

can motivate the managers to be more focused on the corporate performance, which in turn pre-

vents opportunistic and self-fulfilling behaviors of the managers (Hsu et al. 2015; Jafarinejad et al. 

2015; Gao et al. 2016; Rong et al. 2017). The percentage of stocks owned by the institution can 

affect the process of financial statement formulation, which allows accrualization by the manage-

ment interest. 

 Independent commissioner is a member of board of commissioner with no affiliation to the 

management, other members of commissioner board, as well as controlled shareholders. Inde-

pendent commissioner is free of business and other relationships that affect his or her ability to 

act independently for the corporate interest. Independent commissioner acts neutrally and urges 

the practice of Good Corporate Governance to prevent potential frauds by the management in pre-

senting the financial statement (Fuzi et al., 2016). Audit Committee is a committee organized by 

board of commissioner to perform a monitoring of the corporate management (Rustam et al., 

2013). The committee connects shareholders and board of commissioner to management in case 

of control problems. The independent commissioner provides an audit committee to make the 

corporate to run optimally. It is expected that transparency becomes the priority for the corporate 

management in providing the financial statement (Dănescu et al., 2015). 

 

1.3 Corporate Financial Performance 

Corporate financial performance is a result of many individual decisions made continually by a 

corporate management (Vo and Ellis, 2016). Implicitly, performance is an efficiency of ratio or 

comparison between input and output. Corporate performance as an issuer in stock market is an 

achievement that illustrates the financial condition and result of the corporate operation, in which 

funding is measured by its financial ratios (Vo and Ellis, 2016). Financial performance will deter-

mine the stock price in the stock market. The better financial performance, the higher the stock 

price. The higher stock price, the higher the corporate value (Abreu, 2016). Corporate financial 

performance is an aspect the corporate must maintain to keep its stock price high and intended to 

the investors. A good corporate financial performance is a result of a good corporate management. 

The good corporate management is obtained by a corporate governance mechanism (Vo and Ellis, 

2016; Abreu, 2016). 

       Based on the above arguments, we propose the following hypothesis: 

H1:  Managerial ownership had a significant effect on Corporate Value 

H2:  Institutional Ownership had a significant effect on Corporate Value 

H3:  Independent Commissioner had a significant effect on Corporate Value 

H4:  Audit Committee had a significant effect on Corporate Value 

H5:  Corporate Financial Performance had an effect on Corporate Value 
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H4 

H3 

H6 

H2 

H7 

H8 

H9 

H6:  Corporate Financial Performance mediated Effect of Managerial Ownership on Corporate Val-

ue 

H7:  Corporate Financial Performance mediated Effect of Institutional Ownership on Corporate 

Value 

H8:  Corporate Financial Performance mediated Effect of Independent Commissioner on Corporate 

Value 

H9:  Corporate Financial Performance mediated Effect of Audit Committee on Corporate Value  

 

 

 

 

 

  

    

                       H1            H5 

 

  

   

 

 

 

 

 

 

 

 
Figure 1: Proposed Research Model 

 

 

2. METHODS 

Population of this study consisted of financial statements of banking firms listed in the Indo-

nesia Stock Exchange 2016-2018. Samples were collected by a purposive sampling technique, a 

method following the research objective. The study collected 75 firms that complied with sample 

criteria as determined by sample analysis unit. Path analysis and sobel test were applied to analyz-

ing the data. The study used four exogenous variables, i.e. managerial ownership, institutional 

ownership, independent commissioner, and audit committee. In addition to these exogenous vari-

ables, the study also used an endogenous variable, i.e. corporate value, and a mediating variable, 

i.e. corporate financial performance. 

 Path analysis was developed from a regression model for fit test of two or more correlation 

matrices compared by the researchers. Path analysis was used for measuring direct or indirect 

correlation between variables in the model, whereas sobel test was used for finding out indirect 

correlation significance in the model. The study applied path analysis with Eviews software to per-

form data analysis. The study also applied goodness of fit test on the data to ensure the empirical 

output. The goodness of fit test deals with test of data normality using Jarque Bera test, multicolin-

earity test using Variance Inflation Factor (VIF) test, autocorrelation using Durbin Watson and God-

frey tests, and heteroscedasticity using White test.  
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3. RESULTS AND DISCUSSION 

 

3.1 Uji Goodness of Fit 

Goodness of fit of this study applied Jarque Bera value and probability Chi Square Jarque Bera 

for data normality, multicolinearity based on Variance Inflation Factor (VIF), autocorrelation based 

on Durbin Watson and probability Godfrey, and heteroscedasticity according to White. The good-

ness of fit analysis revealed no problems, as evidenced by Jarque Bera of 0.530487 and probabil-

ity Chi Square of 3.62146. When Jarque Bera was smaller than Probability Chi Square (0.530487 

< 3.62146), the data was normally distributed. 
 

Multicolinearity test revealed VIF of less than 5 (1.011). In other words, there was not multico-

linearity problem in the research data. The Durbin Waston value obtained was 1.934113 

(dL<1.934113<dU) and probability Godfrey of 0.6654(0.6654>0.05). The Durbin Waston and 

probability Godfrey proved no autocorrelation problems during the research. The final goodness of 

fit test was on heteroscedasticity, which resulted in probability Obs*R-squared of higher than  

(0.1620>0.05). Therefore, it could be concluded that no heteroscedasticity problem in this study. 

Table 1 summarizes the research goodness of fit test results. 

 
Table 1. Goodness of Fit Summary 

 

Test Index Value Threshold Remark 

Normality JB 0.530487  Fit 

Probability 3.62146 JB< Probability  Fit 

Multicollinearity VIF 1.011 VIF<5 Fit 

Autocorrelation DW 1.934113 dL<1.934113<dU Fit 

Prob Godfrey 0.6654 >0.05  Fit 

Heteroscedasticity prob Obs*R-squared 0.1620 >0.05 Fit 

 

 

3.2 Hypothetical Test Hypothesis 

      Exogenous Hypothesis Test, this research model consisted of four exogenous variables, i.e. 

managerial ownership, institutional ownership, independent commissioner, and audit commission-

er; an endogenous variable, i.e. corporate value; and a mediating variable, i.e. corporate financial 

performance. The hypothesis H1, H2, H3, and H4 tested the effect of each exogenous variable on 

the endogenous variable, whereas hypothesis H5 tested the effect of mediating variable on en-

dogenous variable. 

 
Table 2. Path Analysis of Exogenous and Mediation to Endogenous 
 

 
Unstandardized 

Coefficients 
 

Standardized 

Coefficients 
  

 B Std. Error Beta T Sig. 

(Constant) 46.408 
6.013          

7.718 
.007   

MO .210 .013 .092 2.273 .025 

IO .075 .019 .3722 .703 .012 

IC .014 .017 .766 2.472 .003 

AC .009 .022 .1502 .210 .000 

CFP .259 .116 .840 2.621 .000 

Dependent Variable: Corporate value 

Regression Model: FV = α + β1MO + β2IO + β3IC+ β4AC+ β5CFP+ e 
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M 

       Table 2. presents results of exogenous and mediating variables test on endogenous variable. 

The effect of managerial ownership on corporate value had t-value > t-table of 2.273 > 1.98; the 

H1 was accepted. Test on the effect of institutional ownership on corporate value resulted in t-

value > t-table of 2.703 > 1.98; H2 was accepted. Test on the effect of independent commissioner 

on corporate value resulted in t-value > t-table of 2.472 > 1.98; H3 was accepted. Test on the ef-

fect of audit committee on corporate value had the t-value > t-table of 2.210 > 1.98; H4 was ac-

cepted. Finally, test on the effect of corporate performance on corporate value resulted in t-value > 

t-table of 2.621 > 1.98; H5 was accepted. Baron and Kenny (1986) illustrate a variable correlation 

with a mediator as follow: 

 

                c 

  X                           Y (total effect) 

 

 

 

  X                          Y (mediation model) 

Figure 2: Variable Correlation with a Mediator 

 

 

      This study applied a causal step strategy in testing the detection of the mediating effect. The 

causal step strategy approach according to Baron and Kenny (1986), consists of three regression 

equations, i.e. (1) exogenous regression on mediator, (2) exogenous on endogenous, and (3) exog-

enous and mediator on endogenous. Table 3 presents results of the path analysis of  the exoge-

nous variables on the mediating variable, showing all exogenous variables proposed had a signifi-

cant effect on the mediating variable. 

 

 
Table 3. Path Analysis of Exogenous to Mediation 

 

 
Unstandardized 

Coefficients 

Standardized Coef-

ficients 
   

 B 
Std. Error         

Beta 
t Sig 

Std. Error         

Beta 

(Constant) 16.069 22.143  .726 000 

MO .320 .908 .108 3.135 .005 

IO .359 .476 .198 2.741 .009 

IC .283 .775 .077 2.110 .020 

AC .362 .023 .389 4.965 .000 

Dependent Variable: Corporate Financial Performance 

Regression Model: CFP = α + β1MO + β2IO + β3IC+ β4AC+ e 

 

 

3.3 Direct and Indirect Effect 
 

       Effect between variables can be indirect or indirect. The rate of direct effect is a coefficient of 

all coefficient path with one arrow tip, whereas the rate of indirect effect the effect of an exoge-

nous variable on endogenous variable through mediating variable as the result of multiplication of 

two paths connecting the indirect effect. The following table explains the direct effect and indirect 

effect of this study. Table 4. shows that audit committee had the strongest effect (0.389) on corpo-

rate financial performance. The strongest direct effect on the corporate value was corporate finan-

cial performance (0.840). The strongest indirect effect (0.840) was given by independent commis-

a b 
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sioner. Therefore, independent commissioner would give a greater value to the corporate when the 

corporate had a better financial performance. 

 

 
Table  4. Direct Effect, Indirect Effect, Total Effect 

 

Effect 

Between Variables 

Direct 

Effect 

Indirect Effect 

Through Mediator 

Total 

Effect 

MO                         CFP   0.108  0.108 

IO                            CFP   0.198  0.198 

IC                            CFP   0.077  0.077 

AC                           CFP   0.389  0.389 

CFP                         CV 0.840  0.840 

MO                          CV CV 0.183 (0.108)(0.840) = 0.091 0.183 

IO                            CV CV 0.538 (0.198)(0.840) = 0.166 0.538 

IC                            CV CV 0.831 (0.077)(0.840) = 0.065 0.831 

AC                           CV CV 0.477 (0.389)(0.840) = 0.327 0.477 

    

 

3.4 Mediation Hypothesis Test 

       Detection test of mediating effect by Sobel Test requires that if t-value < t-table, H0 is accept-

ed and H1 is rejected, and vice versa. The test of the corporate financial performance mediation of 

the effect of managerial ownership on corporate value resulted in t-value of 2.222, higher than t-

table of 1.96. in other words, H6 was accepted. 

       Test on corporate financial performance in mediating the correlation between institutional 

ownership and corporate value resulted in t-value of 2.214, higher than t-table of 1.96. Therefore, 

H7 was accepted. Test on corporate financial performance in mediating the correlation between 

independent commissioner and corporate value resulted in t-value of 2.209, higher than t-table of 

1.96. therefore, H8 was accepted. Finally, test on corporate financial performance in mediating the 

correlation between audit committee and corporate value resulted in t-value of 2.208, higher than 

t-table of 1.96. therefore, H9 was also accepted.  

 

 
Table 5. Results of Sobel Test 

 

   t-value t-table Threshold Remark 

MO CFP CV 2.222 1.96 t-value t-table Significant 

IO CFP CV 2.214 1.96 t-value t-table Significant 

IC CFP CV 2.209 1.96 t-value t-table Significant 

AC CFP CV 2.208 1.96 t-value t-table Significant 

 

 

       The results proved that managerial ownership became one of indicators that was able to affect 

the corporate value. Managerial ownership was an effective mechanism to overcome agency con-

flicting interests between principal and agent. Jensen and Meckling (1976 ) argue that principal-

agent conflict can be overcome by equalling interests between them. Results of this study support-

ed the previous study Chabachib et al. (2019); Mukhtaruddin et al. (2014) by proving that corpo-

rate managerial ownership had a positive and significant effect on corporate value. However, it is 

not in line with Lozano et al. (2016) who found that managerial ownership had a negative effect on 

corporate value. The evidence in the current study indicated that institutional ownership was one of 

indicators that had an ability to affect the corporate value. It supported agency theory, which requires 

that institutional ownership has a very important role in minimizing agency conflicts. The conflicts may 
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lead to agency cost at the expense of the corporate. One of ways to minimize the agency cost is by in-

creasing the institutional ownership. In other words, the higher institutional ownership, the stronger 

control by externalities over the corporate, therefore the agency cost that occurred within the corporate 

will be lower and the corporate value will be higher. So, institutional ownership had a positive effect 

on corporate value. However, they were opposite to Chabachib et al. (2019) who found that institu-

tional ownership did not significantly affect corporate value. 

       The evidence in the current study indicated that independent commissioner affected corporate 

value.  It was the best position to perform a monitoring function towards good corporate governance. 

The higher the proportion of independent commissioner, the more successful board of commissioner in 

performing their monitoring, such as giving selective advice to the directors, and the more efficient the 

works will be for adding the corporate value. The results agreed with Chabachib et al., (2019) who 

found that independent commissioner had a positive and significant effect on corporate value. 

       Results of this study proved that audit committee was one of indicators capable of affecting 

corporate value. It supported the agency theory that predicts an audit committee as helping re-

solve agency problem. The existence of the audit committee in a corporate proved to be a control-

ing mechanism in financial statement formulation, therefore, affecting the increase in corporate 

value. The results agreed with Gill and Obradovich (2012) who had proven that audit committee 

significantly affected the corporate value. However, they were opposed to Mukhtaruddin et al. 

(2014) who found that audit committee did not have significant effect on corporate value. 

       Results of the study revealed that corporate financial performance mediated the effect of cor-

porate governance mechanism on corporate value and were in line with the previous studies. The 

managerial and institutional ownerships structure is believed to affect the flow of the corporate, 

which, in turn, to affect the corporate performance towards its goals by maximizing the corporate 

value. It is because of control they possess. Therefore, managerial and institutional ownerships 

have a positive effect on corporate value. Corporate value was determined by earnings power of 

the corporate assets. The positive results proved that the higher earnings powers, the more 

efficient the assets circulation, and/or, the higher profit margin the corporate gained. It would 

affect the corporate value. ROA had a positive and significant effect on stock return for the next 

period. Therefore, ROA became one of factors that affect the corporate value. Return on Asset had 

a significant effect on stock proce. The higher ratio rate, the greater the corporate profit. It gave a 

good signal to the investors to invest into the corporate for return. The high (or the low) return 

gained by the investors might reflect the corporate value.  

 

 

CONCLUSION 

       This study assessed the effect of the corporate governance mechanisms on the corporate val-

ue. Results of the study proved that the corporate value of financial business in Indonesia for the 

period of 2016-2018 was affected by the corporate governance mechanisms, i.e. institutional 

ownership, independent commissioner, and audit committee. The study also proved that the cor-

porate financial performance had a mediating role for the effect the managerial ownership, institu-

tional ownership, independent commissioner, and audit committee on the corporate value. This 

study offerred a theoretical and empirical contribution to the literature, such as empirical evidence 

that the corporate financial performance mediated the effect of the corporate governance mecha-

nisms on the corporate value.  
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APPENDIX A. Variable Measurement 
 

Variable and Concept Measurement 

Managerial Ownership (X1) 

Percentage of stock managerial ownership compared to total 

ongoing stocks 

 Stocks owned by manager x 100% 

                     Total ongoing stocks 

 

Institutional Ownership (X2) 

Corporate stock ownership by institution compared to total 

ongoing stocks 

Stocks owned by institution x 100% 

Total ongoing stocks 

Independent Commissioner (X3) 

Ratio of size of commissioner outside the corporate (inde-

pendent commissioner) to total size of board of commissioner 

Size of independent comissioner  x 100% 

      Size of board of commissioner 

Audit Committee (X4) 

A committee of at least three from independent commission-

ers and those outside the issuer or public corporate and 

acknowledge by independent commissioner 

Size of member of audit committee within the 

corporate 

 

Corporate Financial Performance (Intervening) 

Reflecting corporate fundamental performance 

 

ROE = Net gain before tax / Total equity 

Corporate Value (Y) 

Investors’ perception towards corporate represented within 

the ratio of stock price 

Tobin’s Q =  

(Stock price x Number of stock )+ Debt 
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 The Western Balkans Countries (WBC) represent a specific geoeco-

nomic region. In the last three decades their economies have been 

affected by transition processes and opening. Progress of institu-

tions implementing deep social reforms followed market reforms. 

The basic hypothesis is: independent variables Trade openness and 

Quality of institutions impact GDP growth. Dummy variables are also 

included in the paper (signing SAA and Candidate status), and so is 

the control variable (FDI inflow). The research covers 2005-2017. 

Panel analysis and Impulse response function in VAR model were 

applied. The results indicate statistically significant impact of the 

most variables on WBC economic growth. However, only the trade 

openness parameter shows positive direction. This implies that 

quality of institution was not sufficient to stimulate economic 

growth; it slowed down the growth. Impulse response function in 

Quality of institutions and GDP growth shows that, impulse growth 

“shock” of one standard deviation in Quality of institutions had 

positive effect on GDP growth in the first two years, whereas growth 

stagnated around initial level from year four. Impulse growth 

“shock” of one standard deviation of Trade openness caused GDP 

oscillations. It had negative effect on GDP up to year three, growth 

until year four and was around balanced from year five. 
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INTRODUCTION 
   

The Western Balkans emerged as a geographical and geopolitical concept at the beginning of 

the XXI century. Use of the term Western Balkans has been intensified with the strengthening of 

the European Union’s regional politics and new regional approach to the development of the Union 

and its periphery, including the Balkan region. Thus, the concept of the Western Balkans emerged 
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in this new phase of association of the Balkan countries that were not EU members. As a generally 

accepted geographical framework, the Western Balkans are all the more present in economic re-

search. One of the authors that investigate various economic and social aspects of the develop-

ment of the Balkans is Bartlett (2008). According to him, the Western Balkans comprise the former 

Yugoslav countries, without Slovenia and with Albania. The Western Balkans countries (WBC) have 

implemented deep economic reforms and undergone the most difficult phases of transition. Prior 

to the economic crisis (2008/2009) they had achieved significantly higher growth rates than they 

have today. However, the post-crisis period is accompanied by low, and in certain years even nega-

tive growth rates. With a low starting point, the majority of these countries are still in Europe’s 

wake when it comes to the level of GDP per capita. This is why developmental issues have become 

crucial for their economic and general welfare. GDP growth rates still are the chief obstacle stand-

ing in their way to enter the “circle of the developed”. Thus it comes as no surprise that there is 

such huge interest of researchers in the quantification of developmental factors with the aim of 

recognising their role and importance for growth and development, employment, living standard 

and welfare. This paper investigates the significance of trade opening towards EU, institutions and 

foreign investment for GDP growth. The investigation is conducted for the period 2005-2017.   

This paper makes use of predictor variables to analyse the following: institutional changes 

measured using the sub-index of Institutions in GCI (WEF) and Trade openness measured as for-

eign trade coefficient. In addition to economic transition, there are ongoing wide institutional re-

forms. But the state of institutions is below the standards applied in EU. There is a high level of 

corruption in WBC, an inefficient local, regional and state administration, a lack of democratic po-

tential, etc. The result is that the institutional gap is even wider than the other analysed factors. 

Besides these variables, the impact of trade openness of WBC economies towards EU is analysed. 

The WB countries are involved in the processes of development and partnership in numerous 

fields. The European Union signs international association agreements. Political stability is ad-

dressed first, then trade liberalisation, and finally EU free trading zone is established. Stabilisation 

and association process de facto comprises the following: contractual relation that makes up the 

Stabilisation and Association Agreement (SAA), asymmetric trade liberalisation, EU’s financial help 

to candidate states (Eric, 2017), and the strengthening of regional cooperation. It is all about wide 

reform processes. However, despite positive changes due to trade liberalisation, there are econom-

ically afflicted sectors. In that context, the impact of SAA on GDP is analysed, whereby the SAA and 

the Candidate status with EU are the Dummy variables. 

Following the 2008/2009 crisis instability reflected on investments. A chronic deficit in in-

vestments (particularly foreign ones) for accelerating growth was additionally problematised. A 

large body of research shows that the WB countries lack development investments (Popovic and 

Eric, 2018). Higher growth rates and structural changes are impossible without new investment. 

This is why growth in investments is urgent for the WBC, whereby FDI are generally considered to 

be possible solution for growth acceleration. However, FDI are not the only development factors.  

The above indicated issues result in low growth rates, low GDP per capita, high unemployment, 

low competitiveness and the like. The EU association process of the countries that are not full 

members is slowed down. Therefore, if the WB countries intend to join EU quickly, they need to 

implement institutional changes and increase the inflow of investment. The result will be the fol-

lowing: GDP growth, structural changes with export orientation, growth of competitiveness and the 

like. The quantification of the impact of the stated growth factors as predictor variables on the GDP 

growth will be investigated by means of Panel analysis and Innovation analysis in VAR model (with 

Impulse response function - IRF). 
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1. LITERATURE REVIEW 

Even though the transition to the market economy of the Western Balkans countries differs 

from country to country, the majority of them have undergone the main transitional changes. In 

these processes institutions have the key role. However, in spite of changes and reforms, there still 

exist in the Western Balkans countries institutional problems that are reflected on the economic 

growth. In certain countries, institutions are insufficiently efficient; in others, there is corruption, or 

democratisation has not been fully implemented, etc. Thus it comes as no surprise that there is 

such great interest in researching the significance of institutions for the economic growth and wel-

fare, which is why papers in this area are numerous and comprehensive. Acemoglu et al. (2014) 

make use of cross-country and cross-regional regressions to show that when we focus on histori-

cally determined differences in human capital and control for the effect of institutions, the impact 

of institutions on long-run development is robust, whereas the estimates of the effect of human 

capital are much diminished and become consistent with micro estimates. They argue that these 

institutions determine the incentives of and the constraints on economic actors, and shape eco-

nomic outcomes. Economic institutions that stimulate economic growth emerge when political in-

stitutions allocate power to groups with interests in broad-based property rights enforcement, 

when they create effective constraints on power-holders, and when there are relatively few rents to 

be captured by power-holders. Buterin et al. (2018) analyse the impact of institutional reforms on 

the economic growth of the new EU member states, with a special review of Croatia. They analyse 

the period from 1996 to 2012 with five predictor proxy variables that represent institutional re-

forms (Economic Freedom Index according to Heritage Foundation, Efficiency of Rule - WGI indica-

tors according to the WB, Rule of Law – WGI indicator according to the WB, Corruption Perception 

Index according to Transparency International and Transitional Reforms Index according to EBRD). 

It has been shown that there is a significant connection between institutional reforms and the eco-

nomic growth in transitional countries and Croatia. Siddiquia and Ahmedb (2013) analyse the im-

pact of institutions on the economic growth by means of GMM panel and using global approach. 

The results of the analyses show that favourable institutions positively affect economic growth. 

This paper also shows that for a developing country the institutional and policy rent is more im-

portant than other two indices that curb political rents and those that reduce transaction risks. This 

study also highlights the positive complementarities between the index of political rents and the 

index of risk-reducing technologies. Ebaidalla (2014) analyses the linkage between institutions and 

the economic growth of 20 countries of the Sub-Saharan region in the period from 1985 to 2007, 

using dynamic panel based on GMM. The results show that institutional quality, in terms of low 

corruption, rule of law and efficient bureaucracy, has a positive impact on the economic growth in 

SSA countries. Moreover, the study revealed that the institutional quality in British colonies has a 

significant impact on growth, while in the case of French colonies the impact is found to be insignif-

icant. Analysing the connection between institutions and the economic growth of WB, Pere (2015) 

has made interesting remarks. According to him, the proxy variables that the institutions make are 

to be called „good governance“ and consist of the following indicators: 1. Accountability of Govern-

ance, Political stability and lack of violence, Governance efficiency, Legal framework, Law en-

forcement and Corruption control. For the analysis of the connection between these variables he 

used the data of the World Bank in the period from 1996 to 2012. The conclusion he reached is 

that regarding the correlation of economic growth and good governance, the analysis of regression 

for the period 1996-2012 presents a messy dependence of economic growth on good governance 

level. In some cases the dependence of these indicators is negative (governance efficiency, regula-

tory framework and corruption), while in some other cases it is not statistically significant. Croatia 

with the most positive indices in governance has the most modest growth compared to the other 

countries. The statistical analysis shows that political stability, absence of violence (stb) and the 

strengthening of law enforcement (law) affect the growth of the same period, but this is not evident 

for other indicators. Statistical analysis shows that some aspects of good governance can be better 
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identified for their impact on economic growth, displaced in time. Governance accountability (acc) 

affects economic growth in future periods, which means it has a slower future impact. 

The models of endogenous growth (Grossman and Helpman, 1991) have shown a link be-

tween openness to international trade, technology transfer channel and the economic growth. Au-

thors of this theory argue that international trade provides a lot of benefits for a country: a) to learn 

from abroad via interactions and contacts between the traders of new production processes, new 

technical information, as this learning can increase domestic productivity; b) to use a wide variety 

of differentiated products that are created abroad, whereby domestic producers can exploit tech-

nology that is incorporated, and the stock of the country’s knowledge accumulated by learning 

increases; c) to imitate production methods and foreign products, meaning that innovation costs 

and redundancies in research efforts will be reduced. Numerous authors have empirically demon-

strated that countries open to trade are experiencing a faster economic growth (Chang et al., 

2009). Rodriguez and Rodrik (2001) re-investigate critically the conclusion of previous cross-

country studies that openness is associated with higher rates of growth. They argue that a variety 

of measures of openness used in previous studies are proxies for other policy or institutional vari-

ables and the results that openness enhances growth are not robust. On the other hand, the main 

distinctive characteristic of the recent papers on this issue lies in the use of the Generalised Meth-

od of Moments (GMM) estimator on panel datasets. In this way, endogeny and invariant omitted 

variables bias could be tackled.  

Chang et al. (2009) highlight that the positive relationship between growth and openness may 

be significantly improved if complementary policies are undertaken. Huchet-Bourdon et al. (2017) 

point out an interesting non-linear pattern between trade openness and growth when export quality 

is taken into account: trade may have a negative impact on growth when countries have special-

ised in low-quality products; trade clearly enhances growth once countries have specialised in high-

quality products, and their export basket exhibits a minimum required level of quality. Therefore, 

there is some pattern of complementarity between trade dependency and trade in quality so that 

the higher the quality of the export basket, the greater the impact of the export ratio on growth. 

Even though part of the public and some authors in the Western Balkans countries doubt in the 

effects of FDI, the fact that FDI are virtually the sole solution for “covering” investment deficits in 

those countries is indisputable. That is, FDI are one of the key drivers of economic growth. Most 

authors start from this assumption and prove that the economic growth depends on the inflow of 

FDI. When it comes to the papers that see FDI as a factor of accelerating growth, competitiveness 

and investment in development, as well as better economic and productive performance at the 

microeconomic and macroeconomic level, the following study stand out: Buckley et al. (2005). 

During this decade, there has been a number of interesting studies on the role of foreign direct 

investment in stimulating economic growth and vice versa (Mahmoodi, and Mahmoodi, 2016). 

They conclude that FDI would have to be the driver of the economic growth, because foreign capi-

tal influences the growth of productivity, has a tendency towards export and impacts on the growth 

of profitability.   

 

 

2. METHODOLOGY  

 

2.1 Data  

The databases used in this paper the most is the World Development Indicators (WB), from 

which the data about GDP growth and Trade openness has been taken. The data about institution-

al progress has been taken over from the WEF official reports on Global competitiveness report. 

The data on the year of the Western Balkans countries signing the SAA and Candidate status is the 

basis for dummy variables, and has been taken over from the European Commission website. 
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Table 1. The dependent and explanatory variables for the analysis and data sources 

 

Variable 
Denotation in the 

model 
Source 

(A) Dependent variable 

Real growth of Gross Domestic Product Gdpgrowth World bank 

(B) Explanatory variables 

Quality of Institutions InstitutionQu 
The Global Competitiveness  

Report, World Economic Forum 

Trade Openness Tradeopenness World Bank 

(C)  Dummy variables 

Stabilisation and Association Agreement Saasign European Commission 

EU Candidate Status CandidateEU European Commission 

(D) Control variable 

Foreign investment inflow FDIInflow World bank. 

Source: Created by the authors, using data from The World Bank (2019), The European Commission (2019), and the 

World Economic Forum (2005-2017).  

 

 A) Growth of Gross domestic product. This is the dependent variable in the model. It is calcu-

lated as the annual change of the GDP level (gross value added increased for taxes and subtracted 

for subventions). A comprehensive indicator of GDP comprises the market value of all final goods 

and services produced in a country in a certain time period (Mankiw, N.G., 2004). Therefore, GDP 

reflects the strength of economy, while the growth rate reflects economic progress in a given time 

period (as a rule - one year). GDP growth influences the growth of general welfare; hence the fre-

quency of research into different factors that impact on the height and movement of GDP. 

B) Trade openness, the variable in the model calculated via foreign trade coefficient, whose 

analytical expression is: 

   Kft= ((X+M))/Y   (1) 

where the sum of import and export (X+M) is in the numerator, and GDP (Y) in the denominator. 

Quality of institutions is a variable that impacts on the competitiveness and economic growth. 

It is considered that the quality of institutions influences decisions on the selection of the location 

for economic activities and that it has a key role in distributing new values and incurring costs dur-

ing the realisation of developmental policies and strategies. Analysis of progress and institutional 

quality is based on the composite pillar of institutions within the Global competitiveness index, for 

each observed country of the Western Balkans. The report makes use of 21 sub-indexes that serve 

for the final assessment of this indicator. 

C) Stabilisation and Association Agreement is the dummy variable. It marks whether a country 

has signed the SAA with the EU. For the year in which SAA was not signed, the country gets the 

value 0, whereas for the year and period after signing the SAA it gets the value 1. The WB countries 

sign Association Agreements with EU and implement the process of stabilisation and association. 

Process is the initial phase of EU accession. The agreement includes stabilisation and transition of 

countries towards market economy, promotes regional cooperation and prepares the countries for 

EU membership. Economic aspects of SAA are complete trade opening towards EU and removal of 
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trade barriers. Candidate status for EU membership is the dummy variable. It marks whether a 

country has got Candidate status for accession to the EU. For the year in which candidate status 

has not been obtained, the country gets the value 0, whereas for the year and period after getting 

the Candidate status it gets the value 1.  

D) Inflow of foreign investment. Theoretically, investments are a factor of macroeconomic bal-

ance and an important driver of the economic development. This is particularly relevant for devel-

oping countries. The Balkan region records chronic deficit, which is why the preference for attract-

ing FDI is one of the ways of accelerating the growth of GDP and increasing the economic welfare 

in the Western Balkans countries.  

The data on all variables has been collected for the WBC in the period from 2005 to 2017. 

 

 

2.2 ANALYSIS TECHNIQUE  

2.2.1 Panel analysis  

One of the econometric techniques used in this paper is panel analysis. Two panel models are 

tested and the optimal model is decided on the basis of relevant tests. An advantage of panel 

analysis compared to multiple regression analyses is that it allows us to define and test complicat-

ed econometric models; panel data reduces the problem of multicollinearity. There are different 

models, independently pooled panels, fixed effect model and random effect model. This paper 

attempts to explain panels with fixed and random effect, while pooled model is not presented due 

to numerous restrictions. 

Fixed effect model is a linear model in which the constant member changes with each obser-

vation unit whereby it is constant over the time, and is defined as:   

                (2) 

where N denotes the number of individual observations, T denotes the number of periods, xitk, 

k=1,…, k value of k-independent variable, i-unit observed in the period t. Parameter αi is the con-

stant member, different for each observation unit, and β1, β2,…,βk parameters are to be estimat-

ed. Parameter εit is the error term in the observation of i-unit in the moment t, whereby it is pre-

sumed that εit are independently and identically distributed random variables by observation units 

over time, with mean 0 and constant variance σ²ε . In addition, it is assumed that all xitk are inde-

pendent with εit for all i, t, k. Fixed effect model can be formulated by means of analytical form of 

dummy variable: 

                 (3) 

where dij=1 provided that i=j, and opposite is dij=0. Based on this equation it can be concluded 

that for the evaluation of fixed effect model we need to estimate N parameters α1, α2,…,αn with N 

dummy variable. The method of least square for the evaluation of fixed effect model is called the 

Least Square Dummy Variables, LSDV. Estimator attributes vary given the size of the sample i.e. 

given the number of periods and the number of observations units in the sample. The main disad-

vantages of this method are the loss of the level of freedom due to evaluation of a constant mem-

ber for each observation unit, the phenomenon of multicollinearity between independent variables 

due to a great number of dummy variables, inability to assess a great number of observation units 

and the inability to use it in case of variables not depending on the time.   

Random effect model presumes a simple linear model where the assumptions that observa-

tion units are randomly selected apply, so that the differences between the units are random. Ac-

cordingly, random effect model can be expressed as follows: 
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       (4) 

where μ denotes common constant member, and αi random effect for each observation unit. 

Thereby, it is assumed that in this model αi are independently and identically distributed random 

variables by observation units with the mean 0 and variance σ²ε, while β1, β2,…, βk are parameters 

that should be estimated. The next assumption is reflected in that εit are independently and identi-

cally distributed random observation units in time, with the mean 0 and variance σε.  

 

 

2.2.2 Dynamic analysis  

What follows is the analysis of the impact of the distinctive variable values from the previous 

period on the present and future values. General form of the dynamic-vector autoregressive (VAR) 

model with the domain of N variables and the lag length k is as follows: 

 
where n is the dimensional vector of potentially endogenous variables of the series (n x 1), A1,…,Ak 

are square matrices of the autoregressive parameters of the series (n x n), Dt is the vector of non-

stochastic exogenous variables with parameter matrix, et is the innovation vector, that is, n-

dimensional vector process of the white noise with the expected value zero and covariance matrix 

(Juselius, 2006). The dynamic analysis procedure in this paper consists of innovation analysis with 

the impulse response function.   

 

 

3. RESULTS  

Prior to the formation of the econometric model, the correlation between the explanatory vari-

ables was examined in order to discover the possible problem of collinearity. This problem can 

disturb the estimate of parameter values, their significance and the direction of impact on the de-

pendent variable. According to experience so far, there is no adjusted test for discovering multicol-

linearity in panel models. According to Baltagi (2008, 2015), empirical papers that use panel mod-

els for discovering multicollinearity problems deploy the correlation coefficients between pairs of 

potential independent variables. 

 

 
Table 2. Correlation matrix between pairs of explanatory variables, GDP growth - dependent variable  

 Gdpgrowth 
Institution 

Qu 

Trade 

Openness 
Saasign 

Candidate 

Eu 
FdiInflow 

GdpGrowth 1.00      

InstitutionQu -0.23 1.00     

TradeOpenness 0.11 0.03 1.00    

SaaSign -0.41 0.33 0.07 1.00   

CandidateEu -0.19 0.47 0.23 0.41 1.00  

FdiInflow 0.12 0.12 -0.25 -0.23 -0.23 1.00 

Source: Authors’ calculation in Eviews programme 
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Correlation test shows that the explanatory variable pairs should not cause the multicollineari-

ty problem because the correlation is markedly weak in all cases. Therefore, correlation coeffi-

cients are not at the level which could lead to the multicollinearity problem. The following table 

shows the results of the panel model. The results of the application of the model with fixed effect 

show that the Institution Quality, Trade openness, Saasign dummy variables parameter was evalu-

ated as statistically significant. InstitutionQu and Saasign are variables with a negative sign in the 

explanation of the variations of the dependent variable at the significance level of 5%. Tradeopen-

ness is the only significant variable with a positive sign in the explanation of the variations of the 

dependent variable. The impact of Fdiinflow was not evaluated as statistically significant, because 

the probability of t-statistics by far exceeds the border value of 5%. The last section of the as-

sessed model shows the total quality of the model. Coefficient of determination (R²=0,42) implies 

that 42% of the total GDP variations is explained by predictor variables in the model. The value of 

F-statistics (with the significance level of 5%) indicates that the explanatory variables simultane-

ously achieve a significantly acceptable impact on the dependent variable (the value of F test is 

4,75, and the probability is lower than 0,1%, which is statistically acceptable). 

 

 
Table 3. Panel analysis results 

  

Variable 

Fixed effect model Random effect model 

Prob t-Statistic Prob t-Statistic 

c 0.0956 1.690601 0.0974 1.679250 

InstitutionQu 0.0060* -2.83731 0.2198 -1.237826 

Tradeopeness 0.0018* 3.25652 0.0993 1.669974 

Saasign 0.0196* -2.40378 0.0012* -3.362361 

CandidateEU 0.9067 -0.117643 0.9161 0.105759 

Fdiinflow 0.6444 -0.463651 0.3499 0.940870 

R-squared 0.4152  0.2079  

Adjusted R-squared 0.3279  0.1528  

F-statistic 4.756841  3.7787  

Prob (F-statistic) 0.000039  0.00430  

Source: Authors’ calculation in Eviews programme, * denotes 5% significance  

 

 

Model comparison. Hausman test is used in comparing evaluated coefficients of the model 

with fixed and the one with random effect (Hausman, 1978). If the null hypothesis is not rejected, 

it can be concluded that the random effect estimator is more efficient. However, if the null hypoth-

esis is rejected, it is to be concluded that the random effect estimator is not consistent, that is, it 

refers to using the fixed effect estimator. The results of Hausman test show the value of 23,75. 

The calculated probability of the test is less than the significance level of 5%. The result implies 

acceptance of the model with fixed effect as adequate in explaining the variations of the depend-

ent variable with predictor variables. 
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Table 4. Hausman test results 

Test Summary 

Chi-Sq. Sta-

tistic 

Chi-Sq. 

d.f. Prob.  

Cross-section random 23.75 4 0.0002 

Source: Authors’ calculation in Eviews programme  

 

 
Figure 1. Impulse response function of the GDP growth variable with changes of explanatory variables 

 

Source: Authors’ calculation in Eviews programme 
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Results of the Impulse responsive function (IRF). Innovation analysis with impulse response 

function was used for establishing the connection between the predictor variables and economic 

growth in the dynamic system. Result: impulse of one standard deviation in explanatory variables 

impacts on the GDP growth variable. The impulse response function represents the impact of the 

“shock” of one standard deviation in individual variables onto the unit “shock” in endogenous vari-

ables of the system. Changes in individual variables via dynamic system structure of the model 

impact on the present and future values of all endogenous variables (Swanson, and Granger, 

1997). Impulse response function is analysed graphically or by means of a table (in this research, 

the graphical analysis of the impulse response function is used). Analysis of the impulse response 

function uses orthogonalisation of residual deviations. A limiting factor of the innovation analysis is 

the sensibility of the procedure of orthogonalisation to variable order (Lütkepohl, and Reimers, 

1992).  

Impulse response function in Quality of institutions and GDP growth shows that over extrapola-

tion period 2018-2028, impulse growth “shock” of one standard deviation in Quality of institutions 

had positive effect on GDP growth in the first two years, while growth stagnated around initial level 

from year four. Impulse growth “shock” of one standard deviation of Trade openness caused GDP 

oscillations. It had negative effect on GDP up to year three, growth until year four and was around 

balanced from year five. "Shock" increase of one standard deviation in the SAA variable results in a 

steep fall in the first two years, whereas the most significantly positive impulse is present in the 

third and fourth year. However, from the fourth year until the end of the period, the impulse acts 

stagnantly on the movement of the economic growth. "Shock" increase of one standard deviation 

in the FDI variable results in oscillating changes of GDP. Impulse reaches its peak in the second 

year, and then sharply falls in the third, while acts stagnantly from the fourth year onwards. At the 

end of the period it comes close to the level of the initial impact. The impact of the remaining ex-

planatory variable (Candidates status for EU) on the growth in the innovation analysis is similar. 

The relation between CandidateEU and economic growth shows that the impulse of CandidateEU in 

the first two years is markedly positive for the economic growth, while stagnating around the level 

from the beginning of the period from the fourth year onwards.   

 

 

CONCLUSIONS 

Economic growth is the key issue for every country. High GDP growth rates, structural changes 

and social reforms are the activities required to be undertaken by every transitional country on 

their way towards market economy and democratisation. This applies to WB countries as well. Pre-

vious research has confirmed that GDP growth and welfare of the Western Balkans countries de-

pend on the growth, continuity and effectiveness of investment in many sectors. Apart from eco-

nomic investments, greater investments into the public sector are required as well. Most WB coun-

tries have not completed institutional reforms yet. Institutions are not as efficient as they should 

be. Corruption and other forms of eroding the social norms have not been uprooted yet. This is a 

serious obstacle for a greater GDP growth. Even though it is changing, general business environ-

ment in the WBC is not sufficient for greater growth. This jeopardises GDP per capita, employment, 

export, other macroeconomic indicators and general welfare state. 

Using panel analysis, the conclusion has been reached that converges with relevant scientific 

and theoretical views in this area. Panel analysis with fixed effect, which was chosen by means of 

Hausman diagnostic test as adequate for the assessment of parameters in the model, shows that 

the Institution quality, Trade openness, and Saasign dummy variables parameters were evaluated 

as statistically significant. InstitutionQu and Saasign are variables with negative sign in the expla-

nation of variations of the dependent variable at the significance level of 5%. Tradeopenness is the 

only significant variable with positive sign in the explanation of the variations of the dependent 

variable. The impact of Fdiinflow was not assessed as statistically significant, because the proba-

bility of t-statistics by far exceeds the border value of 5%. The value of F test, which amounts to 
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4.75, and probability lower than 0.1%, point to the conclusion that the chosen explanatory varia-

bles simultaneously and significantly affect GDP as the dependent variable. It follows that in the 

period 2005-2017 institutions, and trade opening affected growth, but they also delayed it to a 

certain extent, which in particular refers to the Quality of Institutions.  

The establishment of connection between the predictor variables and GDP growth was done by 

means of innovation analysis using impulse response function (IRF). The results have shown that 

the impulse of one standard deviation in explanatory variables impacts on the GDP variable only in 

the initial years. Impulse growth “shock” of one standard deviation in Quality of Institutions had 

positive effect on GDP growth in the first two years, while growth stagnated around initial level from 

year four. Impulse growth “shock” of one standard deviation of Trade openness caused GDP oscil-

lations. It had negative effect on GDP up to year three, growth until year four and was around bal-

anced from year five. "Shock" increase of one standard deviation in the SAA variable results in a 

steep fall in the first two years, whereas the most significantly positive impulse is present in the 

third and fourth year. However, from the fourth year until the end of the period, the impulse acts 

stagnantly on the movement of the economic growth. "Shock" increase of one standard deviation 

in the FDI variable results in oscillating changes of GDP. Impulse reaches its peak in the second 

year, and then sharply falls in the third, while acting stagnantly from the fourth year onwards. At 

the end of the period it comes close to the level of the initial impact. The relation between Candi-

date EU and economic growth shows that the impulse of Candidate EU in the first two years is 

markedly positive for the economic growth, while stagnating around the level from the beginning of 

the period from the fourth year onwards. Generally, innovation analysis shows that not even abrupt 

changes in the observed variables would influence growth rate increase in the long run. The con-

tinuation of institutional and structural reforms, as well as open economy are necessary. However, 

these changes in the WB countries have to be implemented in the long run and continually. What 

the innovation analysis shows is that no shocks can lead to faster economic growth and welfare.  

The final conclusion is that greater trade liberalisation with the preference for export, institu-

tional reforms, inflows of FDI, structural changes, as well as strengthening of cooperation with the 

European Union have a long-term effect on a faster economic growth of the Western Balkans coun-

tries.  
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 Onion is recognized for its nutritional value, its curative capacities 

and its fitness to flavor diets. This article attempted to assess the 

economic efficiency of input combinations among onion farmers in 

the Volcanic Highlands in Rwanda. Data were collected using a 

questionnaire administered to a random sample of 94 small-scale 

onion producers. Cobb-Douglas type stochastic frontier functions 

were specified and estimated using maximum likelihood method to 

estimate technical, allocative, and economic efficiencies of onion 

production. A simultaneous-equations model was specified and 

estimated with seemingly unrelated regression method to identify 

the sources of technical, allocative, and economic efficiencies. 

Results from econometric estimations revealed that seeds and 

organic fertilizers are the most influential determinants of onion 

production, and showed that the total production cost increases 

with an increase in onion output. The sum of input coefficients of 

1.03 (greater than 1) indicates that onion production scores the 

increasing returns to scale in the study area. The results also 

pointed to the significant effect of education and household size on 

farm efficiencies. Finally, the study suggests the enhancement of 

farmer’s professional trainings and the re-adaptation of extension 

services to the farmers’ needs so as to achieve the optimal use of 

resources. 
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INTRODUCTION 

Oignon (Allium cepa L.) is relatively very important crop because of its high nutritional value: it 

is rich in protein, calcium and riboflavin (Purseglove et al., 2000) and it has recognized curative 
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powers and is mostly preferred for its distinctive fitness to heighten the flavor of the diets, the rea-

son why it is among the most widespread and highly consumed vegetables all around the world 

(Hafez & Geries, 2019).  However, it is considered a minor crop in Rwanda, even though it seems 

to be able to compete with all other crops in terms of yields and price. The government has also 

emphasized the place of the sustainable development of the horticultural sector in enhancing food 

security, reducing poverty and sustaining the environment.     

Agriculture is the backbone of economic development in Rwanda, as in many other countries 

of Sub-Saharan Africa. Recent statistics show that the agricultural sector contributes 73 per cent of 

employment (NISR, 2012) and 33.6 per cent of the nominal GDP (NISR&BNR, 2013). As a devel-

opment priority in Rwanda, agriculture was recognized as the engine of the primary growth 

(MINAGRI, 2017). It has been chosen as the first and strongest leverage to put the country on a 

sustainable development process and to fight against poverty. The decrease in land productivity 

has been attributed to several factors including soil degradation due to long term practice of low 

input agriculture and poor farming systems associated with government policy of subsidizing chem-

ical fertilizers for maize production. This has resulted in low fertile and fragile soils due to organic 

matter and carbon depletion leading to increased land desertification, declining or stagnant crop 

yields, poverty, and food insecurity and malnutrition (Republic of Rwanda, 2013). A major reason 

for the relatively poor performance of agriculture in low-income regions has been the neglect of 

this sector in the development priorities of their governments. New agricultural technologies and 

innovations in farm practices are preconditions for sustained improvements in levels of output and 

productivity in most developing countries (Todaro & Smith, 2011). Knowing that agricultural sector 

has great potential to reduce poverty and to ensure inclusive growth, the Government of Rwanda 

has adopted the increase of the productivity of agriculture as a priority (Republic of Rwanda, 

2013). Since the scope to expand cultivable land area is limited, improved productivity of agricul-

ture land is critical for income generation. Rwandan agriculture seeks to move from being a largely 

subsistence to a commercialized sector, building on the sector’s comparative advantage and sup-

porting skills and knowledge for smallholder farmers. A progressive shift towards harnessing the 

potential of the private sector will be the main instrument for achieving greater productivity and 

incomes in agriculture. The focus is therefore on irrigation and land husbandry, proximity advisory 

services for crops and livestock and connecting farmers to agribusiness through smallholder ag-

gregation farming models. The remaining research and policy issue is to find the conditions under 

which the results achieved will remain over a longer period. 

Although policies to achieve increasing crop production in Rwanda have been sufficiently im-

plemented, the remaining challenge is to have strong strategies to avail current increasing crop 

production to both current generation and to the future one. This requires measuring the physical 

relationship between crop production and the factors required to achieve it. In economics, this 

relationship is measured by a production function. It describes the technical relationship that 

transforms inputs (resources) into outputs (Debertin, 2012). In this respect, Debertin (2012) clas-

sifies the inputs in fixed inputs and variable inputs. The problem is that the documentation about 

the input combination among the crop farmers as well as the efficiency level is very limited. FAO 

(2016) identified the improved efficiency in the use of the resources as one of the key principles of 

a common vision of a sustainable food and agriculture. This study aims to estimate the agricultural 

production and cost functions, the economic efficiency as well as to identify the sources of ineffi-

ciency among crop producers in Rwanda. It contributes to the knowledge of technical, allocative, 

economic, and cost efficiencies, the determinants of crop production as well as the sources of inef-

ficiency among crop producers in Rwanda.  

The focus of this paper is to assess the economic efficiency of input combinations among on-

ion farmers in the Volcanic Highlands in Rwanda. In this line, this study follows the model of Mburu 

et al. (2014) who examined the economic efficiency of crop production and its determinants, and 

identified the sources of inefficiency using the stochastic frontier production function (SFP) and 
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data envelopment analysis. Further, different studies focused on the analysis of technical efficien-

cy (Cheamuangphan et al., 2013).  

Specifically for Rwanda, Maniriho and Bizoza (2015) assessed the allocative efficiency among 

the small scale farmers in Musanze District, Northern Rwanda and reported that the small scale 

farmers underutilized the resources given the total factor productivity estimated to 1.47. Mulinga 

(2013) conducted an economic analysis of factors affecting technical efficiency of smallholders’ 

maize production in Rwanda and found out that education, credit access, farming experience and 

age of the farmer are the significant factors explaining efficiency, but the validity of these findings 

to other crops is still questionable. As for Byiringiro and Reardon (1996), they analysed the effects 

of soil conservation investments on allocative efficiency and found out that there is evidence of 

allocative inefficiency in use of land and labour, probably due to factor market access constraints. 

Further, Mugabo et al. (2014) reported that technical inefficiency was responsible for at least 93% 

of total variation in soybean output among the surveyed farmers, and the relative efficiency (alloca-

tive efficiency) of resource use, expressed as the ratio of marginal value product (MVP) to marginal 

factor cost (MFC), were 1.73 for soybean plot size, 1.36 for fertilizers, and 1.92 for pesticides. 

These results show that the soybean production is technically inefficient in Kamonyi District, 

Southern Rwanda. 

Referring to the above background, it is remarkable that only the efficiency analysis of few 

crops in Rwanda is documented. Part of contribution of this study is to give light on technical, al-

locative and economic efficiency among small scale onion growers in Rwanda. Results inform 

farmers and extension agents at what extent are the agricultural resources efficiently used.  They 

also inform the policy where further efforts are needed to sustain the on-going agricultural devel-

opment process in Rwanda. There have been drastic developments in the agrarian farming sys-

tems with salient effect in the rural transformation (Forrest Zangh and Donaldson, 2010), but the 

situation should be improved towards the optimal use of available resources in the context of 

Rwanda. The purpose of this paper is to assess the economic efficiency of small-scale onion pro-

duction using farm level data and the stochastic frontier approach. It aims specifically to estimate 

the efficiency indices and identify the factors influencing technical, allocative, and economic effi-

ciencies among small-scale onion producers in Rwanda. 

The rest of this paper is organised as follow. Section 2 presents the analytical framework. Sec-

tion 3 summarizes the empirical results and section 4 concentrates on discussion from the esti-

mates of efficiencies. The paper ends with section 5 that focuses on conclusion and policy recom-

mendations. 

 

 

1. ANALYTICAL FRAMEWORK OF ECONOMIC EFFICIENCY 

The concept of economic efficiency was discovered by Farrel (1957) to estimate technical, al-

locative, and economic efficiencies through the cost decomposition. This procedure was adopted 

by different scholars (for example, Bravo-Ureta & Pinheiro, 1997). According to Farrell (1957), 

technical efficiency (TE) is associated with the ability to produce on the frontier isoquant, while 

allocative efficiency (AE) refers to the ability to produce a given level of output using the cost-

minimizing input ratios. Alternatively, technical inefficiency is related to deviations from the frontier 

isoquant, and allocative inefficiency reflects deviations from the minimum cost input ratios. Thus, 

economic efficiency (EE) is defined as the capacity of a firm to produce a predetermined quantity 

of output at minimum cost for a given level of technology (Farrell, 1957).  

The term efficiency is often used synonymously with that productivity, the most common 

measures that relate output to some input. According to Lovell (1993) the term efficiency refers to 

the comparison between the real or observed values of input (s) and output (s) with the optimal 

values of input (s) and output (s) used in a particular production process. Farm efficiency can be 
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measured in terms of technical efficiency, allocative efficiency and economic efficiency. According 

to Bravo-Ureta and Pinheiro (1997), technical efficiency is the ability of a firm to maximize output 

for a given set of resource inputs while allocative (factor price) efficiency reflects the ability of a 

firm to use the inputs in optimal proportions given their respective prices, and production technol-

ogy. Economic efficiency is the combination of technical and allocative efficiencies (Farrell, 1957). 

Productive units can be inefficient either by obtaining less than the maximum output available 

from a determined set of inputs (technical inefficiency) or by not purchasing the lowest priced 

package of inputs given their respective prices and marginal productivities (allocative efficiency). 

Efficiency measurement can be categorized as either input or output oriented: input-oriented tech-

nical efficiency evaluates how much input quantities can be reduced without changing the quanti-

ties produced while output-oriented measures of efficiency estimate the extent to which output 

quantities can be expanded without altering the input quantities used (Kumbhakar et al., 2015).  

The firm’s technology is represented by the stochastic frontier production function specified 

following Meeusen and van den Broeck (1977): 

iii eXfY  );( 
 ---------- (1) 

where iY the output of the i th farmer, iX a vector of input quantities of the i th farmer, 

and   = a vector of unknown parameters to be estimated. Consider the following: 
)( iii UVe 

 ---------------- (2) 

The iV
 are assumed to be independent and identically distributed 

),0( 2

vN 
 random errors 

independent of the iU
. The iU

 are nonnegative technical inefficiency effects representing man-

agement factors and are assumed to be independently distributed with mean iu
 and variance 

2 . 

The i th farm exploits the full technological production potential when the value of iU
comes 

out to be equal to zero, and the farmer is then producing at the production frontier beyond which 

he cannot produce. The greater is the magnitude of iU from the production frontier, the higher is 

the level of inefficiency of the farmer (Drysdale et al., 1995). A stochastic production frontier func-

tion that was used to estimate technical, allocative and economic efficiencies was assumed to be 

specified by the Cobb-Douglas frontier production function which is defined by: 

)(44332211 pp VULogXLogXLogXLogXLogLogY   ---- (3) 

Where V  is a two-sided, normally distributed random error, while U  is a one-sided efficiency 

component with a half normal distribution. 
 

Descriptive statistics (mean and standard deviation) and stochastic frontier production and 

cost functions were used to analyze the socio-economic characteristics, technical and allocative 

efficiencies respectively of the farmers, while the farmer’s economic efficiencies were estimated as 

the product of TE and AE. All study variables are defined and described in details in the table 1. 

The maximum likelihood estimation of (1) provides estimates for the beta coefficients. The var-

iances of the random errors 
2

v  and those of the technical and allocative inefficiency effects 
2

u  

and overall variance of the model 
2 are related; thus,  

222

uv    ------------- (4) 

The ratios 
22 / u
 and vu  / measure the total variation of output from the frontier which 

can be attributed to technical or allocative inefficiency (Battese & Corra, 1977), whereby the esti-

mated values of   and   explain the relative sources of inefficiencies. As   ranges from 0 to 1, 
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its value approaching 0 means that the difference between the observed values of Yi and the fron-

tier for certain amounts of selected inputs are largely due to the factors beyond the control of the 

farmer. When   equals to one, it means that technical inefficiency is the main source of the devi-

ations of Yi from the frontier output. 

Subtracting iv  form both sides of (1) yields (5), we obtain: 

ipiiii UXfvyY  );(*   ---- (5) 

where 
*

iY is the observed output of the 𝑖th firm, adjusted for the stochastic noise captured by iv . 

Equation (5) is the basis for deriving the technically efficient input vectors and for analytically deriv-

ing the dual cost frontier of the production function represented by (1). 

For a given level of output 
*

iY , the technically efficient input vector for the 𝑖th firm, 
t

iX  , is 

derived by simultaneously solving (3) and the ratios ii kXX /1  (𝑖 > 1) where ik  is the ratio of 

observed inputs 1X  and iX . Assuming that the production function in (1) is self-dual, the dual 

cost frontier can be derived algebraically and written in a general form as 

);,;( *  iii YPfC  ----------------- (6) 

where iC
 is the minimum cost of the i th firm associated with output 

*

iY
, iP

 is a vector of in-

put prices for the i th firm, and   is a vector of parameters. The economically efficient input vec-

tor for the i th firm, 
e

iX
, is derived by applying Shephard’s Lemma and substituting the firm’s 

input prices and output level into the resulting system of input demand equations: 

);( * ii

e

i

i

i YPX
P

C





, mi ,...,2,1  inputs --------- (7) 

where   is a vector of estimated parameters.  
 

For this study, the Cobb-Douglas cost frontier function for onion production was specified and 

defined as follows: 

icic UVYLnLnPLnPLnPLnPLnPLnLnC 
*

5544332211 6  ---- (8) 

Where C  is the total production cost, 1P  is the price of seeds, 2P  the price of organic fertiliz-

ers, 3P  the price of chemical fertilizers, 4P  the price of pesticides, and 5P  the price of labor, 
*

Y  the predicted values of onion production, U  and V  are the same as in the stochastic pro-

duction function (3), except that they are distinguished by the subscripts p and v to imply respec-

tively that they are related to production or cost function. Besides, the icU  is the allocative ineffi-

ciency, while ipU  is the technical inefficiency. The maximum likelihood (ML) method was used to 

estimate of parameters of the frontier production efficiency function. The icU is the allocative 

inefficiency, while ipU  is the technical inefficiency, in the equations (5) and (8) respectively. 

The parameters of the stochastic frontier functions were estimated by the method of maxi-

mum likelihood using the computer program Stata (Kumbhakar et al., 2015). The observed, tech-

nically efficient, and economically efficient costs of production of the i th firm are equal to ii XP '

, 
t

ii XP '

 and 
e

ii XP '

,  respectively (Farrell, 1957). These cost measures are used to compute tech-

nical efficiency (TE) and economic efficiency (EE) indices for the i th firm as follows: 

)exp(
)exp();(

)exp();(

max *'

'

ip

iii

iiiiii

ii

t

ii
i U

VXf

UVXf

Y

Y

Y

Y

XP

XP
TE 







……… (9.1) 



 

Aristide Maniriho, Edouard Musabanganji and Philippe Lebailly /  
Montenegrin Journal of Economics, Vol. 16, No. 3 (2020), 185-196 

 

 

190 

]/)[exp(
),,(

),,0(
*'

'

i

iiii

iiii

ii

e

ii
i UE

PYIuCE

PYIuCE

C

C

XP

XP
EE 


  ………………… . (9.2) 

 

 
Table 1: Definition and measurement of variables (n=94) 
 

Variables Mean 
(Std. Dev.) Definition 

Onion  production (Kgs) 6128.72 

(2779.40) The onion production for the season 2019B 

Seeds (Frws) 86719 
(27410) The cost of the onion seeds planted for the season 2019B 

Organic fertilizers (Frws) 22660 
(13064) The cost of the organic fertilizers used for the season 2019B 

Chemical fertilizers (Frws) 66930 
(95175) The cost of the chemical fertilizers used for the season 2019B 

Pesticides (Frws) 88218 
(44844) The cost of the pesticides used for the season 2019B 

Labour (Frws) 86723 
(33894) The cost of labor used in onion production for the season 2019B 

Seed price (Frws) 245 
(25) The price of onion seeds paid for the season 2019B 

NPK price (Frws) 583 
(68) The price of NPK paid for the season 2019B 

Urea price (Frws) 639 
(803) The price of urea paid for the season 2019B 

Manure price (Frws) 5496 
(1210) The price paid to afford manure in the season 2019B 

Dithane price (Frws) 3113 
(100) The price of dithane paid for the season 2019B 

DAP price (Frws)  The price of DAP paid for the season 2019B 

Age (years) 41.27 
(8.62) Age of the onion producer 

Sex 1.39 
(0.49) The sex of the onion producer (equals 1 if male, and 0 if otherwise) 

Experience (years) 18.51 
(7.99) Farming experience of the onion producer (number of years) 

Farmer’s education 3.14 
(1.66) 

Education level of the onion producer (categories: 0=no formal 

education to 5=TVET*) 

Farm size 3488 
(1056) 

The surface of cultivated land for onion production(in square me-

tres) 

Household size 5.03 
(1.99) 

The total number of the members for the household of an onion 

producer 

Extension visits 1.21 
(1.07) 

The total numbers of extension visits to an onion producers during 

the season 2019B 

Credit access 1.45 
(0.50) 

The onion producer’s access to credit (equals 1 if yes, and 0 if 

otherwise) 

Note: * The level of education is measured by the categories: 1=no formal education, 2=primary not com-

plete, 3=primary complete, 4=secondary not complete, 5=secondary complete, 6=university, and 

7=technical and vocational trainings. 

 

 

Following the relationship between TE, EE and AE as shown by Farrell (1957), the allocative ef-

ficiency (AE) index can be derived from the above equations as follows: 

)exp(
'

'

ict

ii

e

ii
i U

XP

XP
AE  ………………………………. (9.3) 
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Where icU  is the allocative inefficiency that is obtained from the estimates of the frontier cost 

function (8). Since the economic efficiency of the 𝑖th firm can be decomposed into its technical and 

allocative components, thus AETEEE * , or TEEEAE /  (Farrell, 1957).  

Now that EE, TE and AE were obtained from the estimations of the equations (9.1), (9.2) and 

(9.3), the linear regression model to estimate their coefficients was specified as per the equation 

(10) following Wooldridge (2016). 

  EXTCREDFEXPHSZEEDAGEFF 6543210  --- (10) 

Where EFF  stands for efficiency level, AG  the farmer’s age, ED  the farmer’s education level, 

HSZE  the household size, FEXP  the farmer’s experience, CRED  the access to credit, EXT  

the number of extension visits, and   is a vector of coefficients. We have used a seemingly unre-

lated regression (SUR) method to estimate the coefficients of the efficiency functions (Equation 

10) as it was empirically proposed by Bravo-Ureta and Pinheiro (1997). We have removed the least 

significant covariate CRED from EE model to meet the requirements of the estimation method. 

This study used cross-section data collected through a questionnaire from a random sample of 

94 small-scale onion producers in the Volcanic Highlands in Rwanda: 50 producers and 44 pro-

ducers in Nyabihu and Rubavu Districts, respectively. The details on the definition and the descrip-

tion of the study variables are given in the table 1. 

 
 

2. RESULTS 

The results from the maximum likelihood estimates of the stochastic onion production function 

are detailed in the table 2. The only significant factors that impact positively on onion production 

are seeds (p value=0.000) and organic fertilizers (p value=0.057). Even though other factors 

(chemical fertilizers and pesticides) are not significant, they also affect onion production positively. 

Lambda ( ) is 0.012 and the corresponding p-value is 0.975, which shows that it is not signifi-

cantly different from zero. Wald chi2 test shows that the explanatory variables included in the 

model are statistically significant (Wald chi2=119.48, p value=0.000). The results indicate also 

that onion production scores increasing returns to scale as the sum of the input coefficients 

amounts to 1.03. In addition, from the estimations of the equation (3) as expressed in the table 2, 

the technical efficiency (TE) was estimated using the formula (9.1).  
 
Table 2. Maximum likelihood estimates of stochastic onion production function 
 

Production Coeff. Std. Err. z P>z [95% Conf. Interval] 
Frontier  

Seeds 0.717 0.107 6.730 0.000 0.508 0.926 
Organ. fertilizers 0.148 0.077 1.900 0.057 -0.004 0.299 
Chem. fertilizers 0.108 0.074 1.470 0.142 -0.036 0.253 

Pesticides 0.060 0.054 1.110 0.267 -0.046 0.166 
Constant -2.806 1.098 -2.560 0.011 -4.958 -0.655 

Usigma  

constant -11.222 212.711 -0.050 0.958 -428.128 405.684 
Vsigma  

constant -2.452 0.147 -16.67 0.000 -2.741 -2.164 
sigma_u 0.004 0.389 0.010 0.992 0.000 1.24e+88 
sigma_v 0.293 0.022 13.590 0.000 0.254 0.339 
lambda 0.012 0.391 0.030 0.975 -0.755 0.779 
Number of observations 93  Log likelihood -17.926 

Wald chi2(4) 119.48  Prob > chi2 0.000 

Note: the variables are log transformed. 
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The table 3 summarizes the estimates of stochastic onion cost function. The results from the 

maximum likelihood analysis shows that the predicted values of onion production is the main de-

terminant of onion production cost (p-value = 0.000) while the prices of manure, urea and dithane 

are not significantly impacting on onion cost (p-value > 0.05).  For the onion cost function, lambda 

is significantly different from zero (  =2.492, p-value = 0.000).   
 
 

Table 3. Maximum likelihood estimates of stochastic onion cost function 
 

Cost Coeff. Std. Err. z P>z [95% Conf. Interval] 
Frontier  

Manure 0.089 0.063 1.400 0.161 -0.035 0.213 
Urea 0.043 0.027 1.580 0.114 -0.010 0.096 

Dithane 0.284 0.360 0.790 0.430 -0.422 0.991 
Y* 6.542 0.381 17.190 0.000 5.796 7.288 

Constant -4.808 3.204 -1.500 0.134 -11.088 1.473 
Usigma  

constant -2.715 0.186 -14.600 0.000 -3.079 -2.350 
Vsigma  

constant -6.869 0.948 -7.240 0.000 -8.727 -5.011 
sigma_u 0.257 0.024 10.760 0.000 0.214 0.309 
sigma_v 0.032 0.015 2.110 0.035 0.013 0.082 
lambda 7.983 0.034 237.700 0.000 7.917 8.048 
Number of observations 90  Log likelihood 48.670 

Wald chi2(4) 311.72  Prob > chi2 0.000 

Note: all variables are log transformed. Y* are the ML predicted values of onion production. The coeffi-

cient of a variable is significantly different from zero if P>z is less than or equal to 0.05. 
 

 

After determining the values of technical efficiency (TE), allocative efficiency (AE) and econom-

ic efficiency (EE), the analysis showed that the TE ranges from 50.65 to 92.68% with the average 

of 81.15%, the AE being ranged from 32.47 to 98.50% with the average of 83.68%, while the EE 

ranges from 26.70 to 86.76% with the mean of 67.84%. The results indicate that 100% of the 

farms are technically efficiency, 97.78% have achieved allocative efficiency, and 94.44% are eco-

nomically efficient. All this is summarized in the table 4.  
 
 

Table 4. Frequency distribution of technical, allocative, and economic efficiency of the small-scale onion 

production 
 

Efficiency (%) (levels)  Technical efficiency  Allocative efficiency  Economic efficiency 
 No. a % b  No. a % b  No. a % b 

<= 10  0 0.00  0 0.00  0 0.00 
10 < eff. <=20  0 0.00  0 0.00  0 0.00 
20 < eff. <=30  0 0.00  0 0.00  1 1.06 
30 < eff. <=40  0 0.00  2 2.13  2 2.13 
40 < eff. <=50  0 0.00  0 0.00  2 2.13 

 

50 < eff. <=60  
 

1 
 

1.06  
 

2 
 

2.13  
 

12 
 

12.77 
60 < eff. <=70  7 7.45  2 2.13  33 35.11 
70 < eff. <=80  21 22.34  24 25.53  35 37.23 
80 < eff. <=90  57 60.64  32 34.04  5 5.32 

> 90  8 8.51  32 34.04  4 4.26 
Total  94 100.00  94 100.00  94 100.00 
Mean  81.15  83.68  67.84 

Minimum  50.65  32.47  26.70 
Maximum  92.68  98.50  86.76 

Note: a The number of farms; b the percentage of farms. 
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It followed the estimation of the equation (10) to identify the sources of the three efficiency in-

dexes. The results (table 5) showed that the education and the household size affect positively and 

significantly the technical efficiency, while the age, the experience, the extension, and the credit 

access affect negatively but significantly. This means that the sources of technical inefficiency in-

clude the age and the experience of the farmer, the extension as well as the credit access. For the 

allocative efficiency, the results showed that its primary determinants are the age and the farmer’s 

experience with positive and negative effect, respectively. As for economic efficiency, the results 

point to farmer’s experience and the number of extension contacts as the primary sources of eco-

nomic inefficiencies among the small-scale onion producers in Volcanic Highlands in Rwanda.      
 

 
Table 5. Seemingly unrelated regression estimates of technical, allocative, and economic efficiencies of 

small-scale onion production 
 

Variables 
 

Technical efficiency 

(TE)  
Allocative efficiency 

(AE)  
Economic efficiency 

(EE) 

 
Coeff. 

(Std. Err.)  
Coeff. 

(Std. Err.)  
Coeff. 

(Std. Err.) 

AG  
-0.004 * 
(0.002)  

0.008 ** 
(0.004)  

0.003 
(0.004) 

ED  
0.016 *** 

(0.005)  
-0.006 
(0.008)  

0.008 
(0.008) 

HSZE  
0.029 *** 

(0.007)  
-0.016 
(0.012)  

0.010 
(0.011) 

FEXP  
-0.002 
(0.002)  

-0.005* 
(0.003)  

-0.006 ** 
(0.003) 

EXT  
-0.017 ** 

(0.008)  
-0.012 
(0.013)  

-0.024 * 
(0.013) 

CRED  
-0.004 
(0.013)  

0.006 
(0.013)  -- 

Constant  
0.832 *** 

(0.061)  
0.701 *** 

(0.099)  
0.588 *** 

(0.089) 
Number of obs.  84  84  84 

R-squared  0.280  0.067  0.084 
Parms  6  6  5 
Chi2  32.65  6.16  7.70 

Prob > chi2  0.000  0.405  0.173 
Breush-Pagan Chi2(3) 86.047 

Prob > B-P Chi2 0.000 

Note: *** p<0.01, ** p<0.05, * p<0.1. 
 

 

3. DISCUSSION 

Economic efficiency is very important in economic analysis. It enables the optimal use of 

scarce resources and thus economic actors minimize the quantity of used resources or cost to 

achieve a certain level of output (Farrell, 1957). They can also choose to maximize the output for a 

given amount of inputs (Lovell, 1993; Debertin, 2012).  

The positive effect of selected inputs on onion production validates the production economic 

theory stating that the output increases with an increase in output (Debertin, 2012). Even though 

chemical fertilizers and pesticides are not significant, they affect onion production positively. The 

seeds and organic fertilizers are the most influential determinants of onion production, which 

means that farmers should mostly rely on these factors when they decide to increase the level of 

production.  
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The Lambda ( ) is 0.012 with the p-value equals to 0.975; it is not significantly different from 

zero, which implies that the inefficiencies are caused by the factors beyond the farmer’s control 

(Batesse & Corra, 1977), such as the quality of seeds and chemical fertilizers, as well as climatic 

conditions. The Wald test showed that the selected variables are collectively statistically signifi-

cant, thus the results from the estimated model are reliable for policy formulation. The sum of in-

put coefficients of 1.03 (greater than 1) indicates that onion production scores the increasing re-

turns to scale in the study area (Debertin, 2012). 

From the estimation of onion cost function, the results reveal that the total production cost in-

creases with the increase in the onion output. This is backed by the production cost theory that 

shows the positive relationship between cost and output (Debertin, 2012) whenever the optimal 

level of output is not yet achieved.    

There is no one variable that has the same sign and significant in the three efficiency estimat-

ed models. The results reveal that the higher the technical efficiency index corresponds to lower 

age, which means that the technical efficiency is negatively correlated with the age, and this is 

contrasting Bravo-Ureta and Pinheiro’s (1997) finding. Age is positively correlated with AE and EE, 

but it only significant for AE. The education level and the household size affect positively and signif-

icantly the level of technical efficiency. The positive effect of education on technical efficiency is in 

line with existing literature that proved positive association of formal education on efficiency (Phil-

lips & Marble, 1986); education affects negatively the AE, but positively the EE.  

The positive and significant effect of HSZE on TE suggests that family labour is optimally uti-

lized, which is not the case for AE and EE. The variable EXT has negative effect on three efficiency 

indexes, but significant for TE and EE, which implies that the extension services have not yet 

reached the optimal level or these services do not meet the real needs of small-scale farmers in 

the study area. For policy considerations, only the technical efficiency model is reliable since the 

coefficient of determination (R-square) is greater than 0.2 as far as cross section data were used 

in this study (Wooldridge, 2016). 

 

 

CONCLUSION AND POLICY RECOMMENDATIONS 

The primary objective of this study was to ascertain the economic efficiency of input combina-

tions among small-scale onion farmers in the Volcanic Highlands in Rwanda. As the components of 

economic efficiency, both the technical and allocative efficiencies have been calculated. Cobb-

Douglas stochastic frontier production and cost functions were specified and estimated using the 

maximum likelihood method to derive the technical, allocative, and economic efficiency indexes. 

Besides, a simultaneous-equations model was specified and estimated using a seemingly-

unrelated regression model to identify the sources of efficiencies.   

The results revealed that seeds (p-value=0.000) and organic fertilizers (p-value=0.057) have 

been proven to be the only significant factors that impact positively on onion production. Even 

though other factors (chemical fertilizers and pesticides) are not significant, they also affect onion 

production positively. This means that the more the inputs, the higher the output. Lambda ( ) is 

0.012 and the corresponding p-value is 0.975, which shows that it is not significantly different 

from zero and means that onion producers are not able to control the sources of the inefficiencies. 

Wald chi2 test shows that the explanatory variables included in the stochastic frontier production 

model are statistically significant (Wald chi2=119.48, p-value=0.000), which proves that the esti-

mated results are reliable for policy formulation. The sum of input coefficients of the estimated 

production function amounts to 1.03 that implies that onion production registers increasing re-

turns to scale; this means that the output increases more quickly than the increase in the amounts 

of inputs used in the production process.  
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Concerning the efficiency estimates, the results from the three estimated efficiency models 

pointed to negative relationship between the farmer’s age and technical efficiency, which implies 

that the higher level of technical efficiency index corresponds to the lower level of farmer’s age. 

Results also indicated that the household size affects positively and significantly the technical effi-

ciency index, which leads to suggest that the family labour was used employed. The negative and 

significant correlation of the number of extension visits exhibits that the extension service has not 

enabled onion growers to reach the optimal utilisation of resources. 

Based on the findings here above, more efforts should be spread to improve the allocation of 

inputs among small-scale onion producers. As far as the policy formulation is concerned, more 

effort should be oriented to education, professional trainings and redesign the extension services 

so as to boost the ability of farmers to use optimal use of available resources. Due to the limita-

tions of cross sectional study such as the difficult to separate cause and effect and the cover of a 

very specific region, further research should proceed to cohort analysis and cover the whole coun-

try.  
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 The authors show that the liberal biopolitics gave a birth to the 

development of the rationalized surveillance based on power-

knowledge as a complex of force relations. Due to formal pragma-

tism, rational knowledge and the disciplinary technology the ‘society 

of normalization’ arose. Its influence spread not only to concrete 

individuals, but to all the people and was only limited by the nation-

state sovereignty and historic time (up to the end of the 20th centu-

ry). But nowadays there appear such factors as globalization, the 

rise of the network society, the digitalization that mark the evidence 

of complexity, non-linear development and the emergence of multi-

ple risks, vulnerabilities, and uncertainties. Under these conditions 

the traditional biopolitics as the dominant ‘life-administrating power’ 

is not suited for controlling and rationalizing the society.   The new 

realities foster the passover to the digital society and working out 

innovative approaches to the rationalization of the surveillance. So, 

there appear new types of surveillance that are analyzed in the 

article. Among them: a new version of Panopticon as a viewer socie-

ty in the form of Synopticon, digital and ‘liquid’ surveillance, ‘green 

Orwellism’, practice of surveillance based on post-anthropocentric 

technologies. All new types of surveillance are ambivalent in their 

consequences, bringing as advantages as well unpredictable dan-

gers for life-worlds of people and human spirit.  The authors argue 

that the process of ‘metamorphization of the world’ (U. Beck) poten-

tially produces possible hopes, creating unthinkable earlier alterna-

tive preconditions for establishing a humanely oriented system of 

surveillance which is aimed at preventing different catastrophes and 

crimes. 
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INTRODUCTION 

The digitalization is being successfully implemented in all spheres of society: economy, sci-

ence, business, education, politics, and private life. State leaders of many countries have already 

realized the importance of the digitalization. Farsighted governments seek for serious changes in 

societies in order to transit to new socioeconomic structures of the so-called “smart city”, “smart 

villages”, and “smart homes”. Some countries like Japan or Singapore have already implemented 

state programs for such digital shifts in economy and governance. Thus, Japan Institute for Promo-

tion of Digital Economy and Community (JIPDEC) declares the appearance of Society 5.0.  

On their official web page there is a motto of their agency: “We are promoting a new society” 

(Official website of Japan Institute for Promotion of Digital Economy and Community). The essence 

of this society is that the surveillance on economy and social life is rationalized and conducted 

through a high-level of the integration of cyber and social space. To achieve this goal, many stake-

holders from industries, academia, and government consider legal and governance frameworks. In 

principal, the “Digital First Bill” restricts the use of paper and constrains surveillance and adminis-

trative procedures to electronic applications. In addition, a new platform called the “Information 

Bank” enables individual and collective actors to receive various credits as a compensation for 

allowing their personal data, including behavioral and purchasing history, to be stored “in the 

bank” and analyzed by participating companies (Official website of Japan Institute for Promotion of 

Digital Economy and Community).  

Society 5.0 is being created as a data-driven society: the better rationalization of the produc-

tion of more data gives a value-added social and economic capital and means linking digitalization 

to governance. This manifests a historical transition from the ‘society of normalization’ [Foucault, 

1980, p. 107] to the digital, data-driven society and, consequently, to the digital surveillance. On 

the one hand, this creates enormous opportunities for the effective reflexivity of social actors, but, 

on the other hand, – most intentional acts including digital practices lead to unanticipated conse-

quences [Merton, 1936; Boudon, 1982] and unintended subjugations of culture and nature that 

very often take the forms of bifurcations and cascade innovations, expressed in new challenges to 

economy, life-worlds of people, and humanism. 

 

 

1. THE BIRTH OF THE BIOPOLITICS AS A RATIONALIZED SURVEILLANCE 

M. Foucault was one of the first scholars who put under the question the linear development 

of social control and stability, achieved by the direct supervision of individuals. According to him, 

the process of rationalization dines the efficiency of earlier forms of government by fostering the 

‘society of normalization’ based on the liberal biopolitics which is “the endeavor, begun in the 

eighteenth century, to rationalize problems represented to governmental practice by the phenom-

ena characteristic of a group of living human beings constituted as a population: health, sanita-

tion, birthrate, longevity, race” (Foucault, 1997, p. 73).  The biopolitics presupposes a new type of 

power-knowledge as a complex of force relations, social practices, ‘rituals of truth’ that exercise 

surveillance, the administration of life and, consequently, the normalization of people in an indirect 

way that they use freedoms mainly in disciplined manners. So, free subjects can act in many ways 

but responsibly in accordance with the rationality of the dominant ‘true’ knowledge, which exerts 

power over other forms of knowledge and thereby affirms the social control in society.  

The haves and have-nots, free and prisoners, mentally healthy and crazy people speak differ-

ent languages, have different forms of knowledge, between which in there is no constant dialogue. 

And there is no unitary process of rationalization – different rationalities oppose one another. Ulti-

mately, one form of knowledge begins to dominate over others, which is specifically manifested in 

the approval and development of the institutions of biopolitics producing a certain type of the sur-

veillance and social control – moral obligations and civil laws were combined in the functioning of 
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state, work houses, mental hospitals and prisons. The last mentioned was realized in Foucault’s 

narrative through the metaphor of Panopticon, the architectural concept of the ideal prison pro-

posed by the 18th century English philosopher J. Bentham. It is organized as the tower with the 

guard located in the center which is surrounded by wards with prisoners.  

Remaining invisible to prisoners the guard can simultaneously monitor their actions fostering 

them to be responsible, reasonable, and disciplined. In Foucault’s opinion, the nature of the pun-

ishment is determined not by rulers, but mainly by the discourse (spoken or written statements 

and the corresponding social practices obeying certain rules) of a particular episteme as the sys-

tem of thinking and making knowledge in a concrete historic period. So, each episteme produces 

power-knowledge relations with certain types of surveillance. It was a particular episteme that de-

termined the ceremonies of public executions of the guilty. Then, in the European culture, during 

the formation of the bourgeois order, the executions of criminals were replaced by control over 

them with the help of certain prison rules.  

The emergence of the rational episteme based mainly on the scientific knowledge led, respec-

tively, to the rationalization and bureaucratization of the punishment system, which became less 

severe and more lenient but not humane. The biopolitical type of prison suggested “not less, but 

better punishment”, which became more universal, and the rationalized surveillance penetrated 

deeper into the social body (Foucault, 1995, p. 200). In contrast to the previous one, the new sur-

veillance manifested itself much more often, became more effective, impersonal and spread not 

only to criminals, but to the whole society, from schools and universities to homes and work-place 

settings. 

Thus, on the basis of new rational knowledge and the disciplinary technology the ‘society of 

normalization’ arose. It is characterized by three features: a) hierarchical observation – the ability 

of officials to exercise control over areas within their area of influence; b) normative judgments – 

the power of officials to make judgments about violations of behavioral norms and, accordingly, 

punish violators; c) examination of those who are observed entities. The power-knowledge as-

sumed a specific type of surveillance – to control all people so that they could not even try to be-

have badly, otherwise they would feel immersed, thrown into an environment of complete visibility. 

As a result, a manifest and latent Panopticon arises – structures with automatically functioning 

power where the observables know that they are being controlled, but they do not know exactly the 

time when officials control them. In other words, this is some kind of a ‘perfect surveillance tool’ 

which presumes the power of minority over majority. But however that type of surveillance was 

limited by nation-state sovereignty and historic time (since the 18th  up to the end of the 20th centu-

ry).  

 

 

2. THEORIZING THE COMPLICATED DEVELOPMENT OF THE SURVEILLANCE  

    CAPACITIES  

With globalization and the rise of the network society, people begin to function in the ‘space of 

contiguity’ and in the ‘timeless time’ (Castells, 2010, pp. xxxi, xl). As a result, the world has entered 

into “turbulent times”, marking evidence of non-linear development and the emergence of new 

complex uncertainties that facilitates the re-discovery of social realities (Kravchenko, 2014). In 

particular, these uncertainties manifest themselves, in the following: social gaps and ‘cultural 

traumas‘ (Alexander et al., 2014), fake news as alternative truths, staged, culturally constructed 

risks that might seem to be real, and non-knowledge. U. Beck (2010, p. 116) argues: “What used 

to count as knowing is becoming non-knowing, and non-knowing is acquiring the status of 

knowledge”. Even more unpredictable changes are produced by the rhizomorphic development, 

any point of which “can be connected to anything other, and must be.  
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This is very different from the tree or root, which plots a point, fixes an order” (Deleuze and 

Guattari, 1987, p. 7). There has also appeared the ‘metamorphosis of the world’, the possible con-

sequences of which may be for the worse or the better:  “The theory of metamorphosis goes be-

yond theory of world risk society: it is not about the negative side effects of goods but about the 

positive side effects of the bads” (Beck, 2016, p. 4). All this, presupposing multiple uncertainties 

and hardly predictable side effects, influences the character of functioning of both people’s agency 

and actants, i.e. objects (machine, computer network, etc.).  As A. Giddens (1984, p. 9) states, the 

rationalization and reflexivity are permanently involved in modern social actions, but their results 

may be unexpectable: “agency concerns events of which an individual is a perpetrator”. At the 

same time, due to the potential ability to self-reflexion, some actants begin to act as actant rhi-

zomes (Latour, 1988).  In fact, agencies and actants overlap. Nowadays it isn’t seen anymore as a 

dystopia the news about the creation of a cyberman with a computer chip embedded under the 

skin, performing the functions of a personal assistant – a prototype of a passport and bank cards. 

Their patterns of functioning are based on collecting data about human’s everyday personal activi-

ties, discourses, modes of life.  

Under these conditions the traditional biopolitics as the dominant ‘life-administrating power’ 

will not suit for controlling and rationalizing these processes.  So, the essence of biopolitics and the 

principles of Panopticon began to undergo radical transformations. A. Giddens argues that “surveil-

lance refers to the supervision of the activities of subject population” and speaks about the dis-

persion of the social control under the influence of the effects caused by the ‘juggernaut of moder-

nity’ moving through time and over space: “a runaway engine of enormous power which, collective-

ly as human beings, we can drive to some extent but which also threatens to rush out of our con-

trol and which could rend itself asunder… we shall never be able to control completely either the 

path or the pace of the journey. In turn, we shall never be able to feel entirely secure” (Giddens, 

1990, pp. 58, 139).  

Thus, there was established quite a new version of Panopticon as a viewer society in the form 

of Synopticon where “the many watch the few” instead of “the few watch the many” (Mathiesen, 

1997, pp. 215-232). This neologism is important for the further studying of the complicated devel-

opment of the surveillance under the extension of the network realities. At the beginning of 90th 

the internet was born and that was referred to as Web 1.0. The vast majority of users were content 

consumers. Personal web pages were common, consisting mainly of static pages hosted on web 

servers managed by the provider or on free web hosting services. The middle of the 2000-s was 

marked by the transition to Web 2.0 which refers to a worldwide website that highlights user con-

tent, usability, and interoperability for end users. Web 2.0 is now called as a social network with 

participation. It allows interacting and collaborating with each other in a dialogue on social net-

works as a creator of user-generated content in a virtual community. The connections to the inter-

net are possible in almost any location through such media platforms as Facebook, Twitter, Insta-

gram, Tumblr and YouTube.  

The modern social network includes the internet, avatar-interaction in three-dimensional virtu-

al space, connecting locally and globally at any time. All that made the foundations for the appear-

ance of Synopticon as a radically new surveillance which functions due to the rise of a societal 

communication which M. Castells conceptualizes as ‘mass self-communication’ that reaches a 

potentially global audience. “It also is self-generated in content, self-directed in emission, and self-

selected in reception by many who communicate with many. This is a new communication realm, 

and ultimately a new medium, whose backbone is made of computer networks, whose language is 

digital” ([Castells, 2010, pp. xxx-xxxi). Due to it Synopticon is based on mechanisms of seductive 

spying on someone else’s life – users are driven by the thirst for information about their online or 

offline idol. Practically anyone who has the opportunity to create and upload content, link to other 

audio-visual material, comment on preferable personal data,  becoming such an idol.  
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New expressions of the complicated development of the surveillance are determined by the 

basic features of the ‘liquid modernity’: “liquids, unlike solids, cannot easily hold their shapes” 

(Bauman, 2000, p. 1). The becoming new form of the surveillance undergoes permanent changes 

of shape, what is analyzed by Z. Bauman and D. Lyon, the last also directs the Surveillance Studies 

Centre. Summing up all the world trends in studying the latest surveillance practices they have put 

forward the concept of the ‘liquid surveillance’. The scholars explain its essence, expressed in the 

unlimited access even to the intimate spheres it never concerned before, through the story about a 

young girl.  The largest retail American company Target had sent a 15-year-old girl flyers and cou-

pons with advertisements for bottles, diapers and cots two weeks before she told her parents 

about her pregnancy. It turns out that Target has a purchase history of hundreds of thousands of 

consumers, and its employees calculate the so-called pregnancy index which shows whether a 

woman is pregnant or no, and when she has to give a birth. They figure it out by looking at obvious 

things like buying a crib or clothes, seeing that the girl began to buy at the online shop more vita-

mins than she usually had done, or googled for a bag in which diapers are placed. The case with 

Target and a pregnant teenager proves that according to their people’s purchasing habits retailers 

propose their costumers functional loyalty programs, coupons and discounts. Other companies 

encourage people to upload their body and physical characteristics such as physical activity data 

generated by wearable devices. Underpinning these initiatives is the notion that personal infor-

mation is valuable today.  

The ‘liquid surveillance’, in fact, is “the world of monitoring, tracking, tracing, sorting, checking 

and systematic watching” [Bauman and Lyon, 2013, p. 8]. The basic inhuman factor of the ‘liquid 

surveillance’ is that a user doesn’t know of being watched because he/she has already got used to 

being constantly monitoring by. The scopophilia as a love of being seen merges with the growing 

ubiquity of the surveillance practices, with several striking effects (Ibid., p. 127). Rather than ask-

ing why the counter requires our telephone number, driver’s licence and postal code, we assume 

that there must be a reason that will benefit us. For instance, when it comes to the use of ‘loyalty 

cards’ from chain stores, airlines and the like, people either don’t know or don’t care about the 

connections between the use of loyalty cards and profiling. The spread of scopophilia also explains 

the very controversial fact that many people using the digital technologies best understand that 

they are being watched and listened but still continue consuming smart devices. According to Edi-

son Research Smart Audio Report (Spring 2019 survey), seven-in-ten smart speaker owners use 

their device daily despite common concerns around security and privacy, while those same factors 

are leading reasons non-owners have not acquired a device.  

This report is based upon a national online survey of 909 Americans ages 18+ who indicated 

that they owned at least one smart speaker. They are – Alexa, Siri, Google Assistant, Amazon Echo 

and Google Nest – a very complex working gadget which play music, help us to control our smart 

home devices, and come with virtual assistants ready to answer our every question. The number of 

smart speakers in U.S. households has grown by 78% in one year from 66.7 million devices to 

118.5 million (Smart Audio Report). Everything we blog, tweet, click, talk to our digital personal 

assistant becomes a public act subjected to the surveillance. The case study of that pregnant girl 

shows that there are hidden algorithms that decide instead of us what to look at and what to buy. 

With accordance to these algorithms we click on items that are inspired by the codes of significa-

tion and simulacrum of novelty which become an essential part of the modern consumption 

(Baudrillard, 1981). These codes are liquid in character and continuously change their shape. Liv-

ing with liquidization produces quite a new need that deforms our thinking and behavior – this 

“need is never so much the need for a particular objects as the ‘need’ for difference (the desire for 

social meaning)” (Baudrillard, 1998, pp. 77-78). And every year it is getting tremendously hard to 

defend one’s own privacy from the ‘liquid surveillance’. 

One of the newest forms of the surveillance is the ‘digital surveillance’ which “tends to obscure 

the constant daily assaults on privacy that take place well within the law by major businesses, em-

https://www.techradar.com/how-to/google-assistant-how-to-make-your-google-home-speaker-work-for-you
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bedding a system best called “surveillance capitalism, and by government, which is increasingly 

acting like a surveillance state”. These realities give opportunities for “data-hungry businesses and 

governments” to “deepen tracking and control of citizen behavior and attitudes. Moreover, they 

provide employers with new tools to carry out and old process: controlling their employees” (Mos-

co, 2017, p. 161).  

All the above mentioned components of the ‘digital surveillance’ manifest a response to the in-

tensification of what has been termed the datafication of everyday lives. The datafication enrolls 

an expanding array of the digital technologies that are directed at recording practically all aspects 

of human lives and bodies and rendering them into the digitized information. That gives a birth to 

the so-called “data selves” that becomes the subject of a special investigation (Lupton, 2020). The 

scholar examines people’s modern interactions, their use of mobile and wearable devices, apps 

and other ‘smart’ objects, their movements in sensor-embedded spaces – all generate multiply 

and continual flows of personal data that is subjected to  the surveillance. These data record in-

formation about the intensely personal actions, habits and preferences, social and intimate rela-

tions, body functions and movements.  They can include such attributes as person’s age, gender, 

date of birth, telephone number, family members, friends and other contacts, email and home 

address, educational qualifications, race, place of work, etc.  

Social media sites, including Facebook, Instagram, Twitter and Snapchat, encourage people to 

continually upload status updates that may include details of their recent activities and social en-

counters, videos of themselves, etc. The author acknowledges the importance of paying attention 

to practices, affects and sensory and other embodied experiences, as well as discourses, imagi-

naries and ideas, in identifying the ways in which people make and enact data, and data and make 

and enact people. In doing so, the scientist seeks to explore the onto-ethico-epistemiological di-

mensions of living with and through lively data, generating our “data selves” (Ibid., p. 6). One more 

evident characteristic of the “data selves” today is its visible simplicity and easiness of all virtual 

actions. On the one hand, the proximity of people is intensifying while using the internet: we do not 

actually feel a person that presupposes that we allow him/her to be even closer.  

This can be manifested in confidential conversations on intimate topics, the exchange of per-

sonal photos, and so on. On the other hand, the intimate relationships mediated by a computer 

cease to be truly real. In the virtual space, an element of expression of intimacy is a system of non-

verbal computerized symbols, in this case, the equivalent of a visa-a-vis rating system as likes. 

There appear a certain ‘likes addiction’ as a side effect of the ‘digital surveillance’. The enthusiasm 

for children and youth with likes acquires the characteristics of an obsession. In fact, they accept 

willingly the surveillance: active members of the virtual internet community seek to get as many 

“friends” as possible for a published photo or a statement, others can start a “cyber spying” for 

their partner. In short, ‘smart’ means “delivering a steady flow of details about our lives…what a 

user says around the home will inevitably be recorded, transcribed and stored in the Cloud… Even 

a sensor-equipped television can serve as a surveillance device” (Mosco, 2017, pp. 162, 165, 

167).  

Some internet platforms are designed in such a way that any registered user can follow the ac-

tivity of a friend or relative: with whom he talked, which group he joined, which of the users he 

liked, “winked”, invited to enter personal correspondence, etc. No wonder that “digital surveillance 

is discussed in terms of users ‘being watched’” (Marres, 2017, p. 75). There grounds that the “dig-

ital surveillance” will greatly expand in the near future. Its development is especially facilitated by 

geopolitics – “drones do the dirty work of surveillance” legitimating the appearance of a specific 

“surveillance beyond borders” (Urry, 2014, pp. 143, 150). 

At the same time, the ecologically oriented system of surveillance is being born that is termed 

as “a kind of ‘green Orwellism’” (Urry, 2011, p. 159). This system of surveillance is directed on 

establishing low carbon lives all over the world. Besides, humanely oriented “post-anthropocentric 

technologies are also re-shaping the practice of surveillance” (Braidotti, 2015, p. 127). All this may 
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link peoples and countries for a more effective cooperation in different spheres on the basis of 

cosmopolitan humanism. A good example of it: many scientists are united by a concern about the 

unintended consequences of the digitalization and the existing dominant types of surveillance. 

 

 

3. THE AMBIVALENT INFLUENCE OF THE SURVEILLANCE: NEW ADVANTAGES  

    AND DANGERS FOR MAN  

At first sight, the new appearing forms of the surveillance promote a more rational life and a 

better safety. In particular, different surveillance practices are used against terrorism, deviant be-

havior, challenges of new epidemics. The notion ‘dataveillance’ refers to the monitoring and col-

lecting data as well as metadata. Dataveillance is concerned with the continuous monitoring of 

users’ communications and actions across the various platforms or bank accounts. In most cases 

people are informed about how their personal data can be used, and they usually agree to terms 

and conditions and concerning third-party use. We are used to meet with this while doing a regis-

tration on sites, booking flights, restaurants, theater tickets. This process is usually accompanied 

by the digital rationalization:  eBayization gives customers excess to a great variety of items offered 

on eBay that functions due to including many elements of purchasing predictable. Thus, while 

searching goods, customers may use filters that are set to sort for region, country, brand, etc. Defi-

nitely, collected data can by functionally used and uploaded to the healthcare professionals in or-

der to prevent some disease, especially epidemics.   

But at the same time, there appear very serious dangers for man. The newest forms of surveil-

lance have as manifest as well as latent side effects that are mainly interpreted in negative terms 

as an authoritarian restriction of autonomy and privacy of those who are being watched (Lupton, 

2016, pp. 101-122). The dataveillance may be used for repressive, invasive or exploitative goals, 

conducted by those with power on less-powerful citizens as an inhuman component of the digitized 

“control society” (Andrejevic, 2013). The issue stemming from companies and other agencies 

which collect personal information is known as data brokering. There are many facts that data 

brokers collect user’s personal data and sell that information to third parties. In the contemporary 

digital information economies of the ‘surveillance capitalism’ personal data have become com-

mercial commodities that can be exploited for profit (Zuboff, 2019). New means of Web 2.0 self-

communication, including platforms for viewing, listening and sharing music and movies, blogs, 

microblogging, personal pages on social networks, instant messaging tools (instant messengers), 

and video conferences – they all undermine our privacy. “Protecting individual privacy means pre-

serving personal control over this vital space” (Mosco, 2017, p. 158). 

Data selves force out the selves with the human spirit. In fact, in many aspects the ‘digital sur-

veillance’ has led to “our war on ourselves” (Vanderburg, 2011). What is more challenging that a 

person is converted into an ‘anti-person’. “We are beginning to see glimpses of the emerging anti-

person who lives if our being a symbolic species can be ignored most of the time, only to surrender 

ourselves to becoming homo informaticus” (Vanderburg, 2016, p. 333). From their birth, children 

are surrounded by items from the cyber world: smartphones, tablets, parents' computers, which 

become the usual material environment for growing up a child. In the future it makes them de-

pendent on the unique functions inherent in information and communication technologies, in par-

ticular, the Internet. The cybersocialization begins to dominate over the socialization based on 

values and norms taken from the real life-worlds. As a result, our brain and thinking acquire the 

character of functioning of the digital technology. More children are used to play not with each oth-

er but with digital items presenting a fake pseudo-liveable virtual reality. The gaming disorder is 

defined by scientists as a pattern of gaming behavior (“digital-gaming” or “video-gaming”) charac-

terized by impaired control over gaming, increasing priority given to gaming over other social and 

cultural activities to the extent that gaming takes precedence over other interests and daily activi-

https://en.wikipedia.org/wiki/Data_brokers
https://en.wikipedia.org/wiki/Data_brokers
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ties, and continuation or escalation of gaming despite the occurrence of negative consequences 

(Official site World Health Organization). 

As one can see, modern types of the surveillance have rather many negative side effects that 

produce serious challenges even to the future of mankind. The British sociologist J. Urry notes that 

in cyberspace the boundaries of the human body dissolve, individuals and machines interact much 

more intimately than in the pre-digital period. While anticipating the future the scholar develops 

dystopic visions as a warning to people living nowadays. According to him, the basic feature of the 

modern world is “greatly increased surveillance”. It is vividly expressed in the film Alphaville that 

presents a “futuristic soulless society” as an “inhuman, alienated dystopia where life is controlled 

by the omnipotent computer Alfa 60. There have been many subsequent representations of sur-

veillance societies, often showing sites of escape from surveillance that are typically located far 

away from centers of power in society” (Urry, 2016, p. 91). In our view, the ‘escape from surveil-

lance’ is impossible if we take into consideration the influence of effects of non-linear development 

that are expressed in the complicated risks and vulnerabilities. Instead, it is necessary to unite the 

achievements of all social, natural and human sciences (Kravchenko, 2011, pp. 11-18) and on this 

basis start moving towards cosmopolitan humanism and the humanely oriented system of surveil-

lance that can link businesses, governments, and peoples from different nations for the sake of 

protection of the human inhabitants from now existing and would be coming complex dangers. 

 

 

CONCLUSION  

U. Beck in his posthumously published book “Metamorphosis of the World” proposed a theo-

ry of the nature of the modern complex metamorphosis, from which the potential possibility of 

transition to a different vector of development of human civilization follows. “The theory of met-

amorphosis goes beyond theory of world risk society: it is not about the negative side effects of 

goods but about the positive side effects of the bads” (Beck, 2016, p. 4). The metamorphosis 

means radical changes that imply a qualitative complication of natural and social realities, which 

are associated with a change in their structures and functions. They appear in the form of special 

nonlinear phenomena that initiate tears and traumas of the current being, as a result of acquiring 

a different and irreversible content (Kravchenko, 2017, pp. 3-14). It is very important to note that 

the process of metamorphization potentially produces possible hopes, creating unthinkable earli-

er alternative preconditions for humane thinking while organizing activities and implementing in-

novations. How people humanize their lives, knowledge and the environment depends largely on 

the choice of surveillance instruments. A kind of cosmopolitan humanism may give a start for 

elaborating a humanely oriented system of surveillance which is aimed at preventing different ca-

tastrophes and crimes. There are some grounds for it that can be seen even today. We will mark 

six of them as the most important:  

 there appear some trends (though vague) of becoming ‘green surveillance’;  

 global epidemic surveillance against COVID-19 is now realized practically among all the 

countries;  

 practices of surveillance for establishing humane manners adequate to the complex socio-

techno-natural realities is already manifested in the fetishism of modesty in behavior, life-

styles, and consumption (sharing economy is being developed);  

 the use of post-anthropocentric technologies for surveillance that presupposes friendly re-

lations of people, bio entities, and the digital;  

 surveillance cameras are demanded for the sake of social order especially in cities;  

 due to following scientific ethos social sciences act as a humane form of surveillance (the 

results of investigations are usually directed on making people’s life-world better.  
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As one can see the idea about the essence of the modern metamorphoses as “positive 

side effects of bads” is valid and might be proper materialized in the future as far as types of 

surveillance are concerned. 
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